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Abstract 
       This thesis contains three parts covering gas-liquid-solid flows in three–phase slurry 

reactors, particle removal in turbulent flows and particle resuspension and transport due 

to indoor human walking. 

 

       In Chapter 1, a general introduction to different sections of this thesis is presented 

and the objectives of the study are discussed. 

 

       In Chapter 2, An Eulerian-Lagrangian computational model for simulations of gas-

liquid-solid flows in three–phase slurry reactors is developed. In this approach, the liquid 

flow is modeled using a volume-averaged system of governing equations, whereas 

motions of bubbles and particles are evaluated by Lagrangian trajectory analysis 

procedure. It is assumed that the bubbles remain spherical and their shape variations are 

neglected. The two-way interactions between bubble-liquid and particle-liquid are 

included in the analysis. The discrete phase equations include drag, lift, buoyancy, and 

virtual mass forces. Particle-particle interactions and bubble-bubble interactions are 

accounted for by the hard particle model approach.  The bubble coalescence is also 

included in the model.  The predicted results are compared with the experimental data, 

and good agreement is obtained. The transient flow characteristics of the three-phase 

flow are studied and the effects of bubble size on variation of flow characteristics are 

discussed. The simulations show that the transient characteristics of the three-phase flow 

in a column are dominated by time-dependent staggered vortices. The bubble plumes 

move along the S-shape path and exhibit an oscillatory behavior. While particles are 

mainly located outside the vortices, some bubbles and particles are retained in the 

vortices. Bubble upward velocities are much larger than both liquid and particle 

velocities. In the lower part of the column, particle upward velocities are slightly smaller 

than the liquid velocities, while in the upper part of the column, particle upward 

velocities are slightly larger. The bubble size significantly affects the characteristics of 

the three-phase flows and flows with larger bubbles appear to evolve faster.  
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      In Chapter 3, Three phase liquid-gas-solid flows under microgravity condition is 

studied.  The transient flow characteristics of the three-phase flow were studied and the 

effects of gravity, inlet bubble size and G-jitter acceleration on variation of flow 

characteristics were discussed. The low gravity simulations showed that most bubbles are 

aggregated in the inlet region.  Also under microgravity condition, bubbles transient time 

is much longer than that in normal gravity.  As a result, the Sauter mean bubble diameter, 

which is proportional to the transient time of the bubbles, become rather large reaches to 

more than 9 mm.  The bubble plume in microgravity exhibits a plug type flow behavior. 

After bubble plume reaches the free surface, particle volume fraction increases along the 

height of the column. The particles are mainly located outside the bubble plume, with 

very few particles being retained in the plume. In contrast to the normal gravity 

condition, the three phases in the column are poorly mixed under microgravity 

conditions.  The velocities of three phases were also found to be of the same order. 

Bubble size significantly affects the characteristics of the three-phase flows under 

microgravity conditions. For the same inlet bubble number density, the flow with larger 

bubbles evolves faster.  The effect of G-jitter acceleration on the gas-liquid-particle three 

flows is small. 

 

      In Chapter 4, Numerical simulations of gas-liquid-solid flows in different gravity 

were performed. The transient flow characteristics of the three-phase flow under different 

gravity were studied and the effects of gravity variation were discussed. The results show 

that gravity variation has magnificent influence on the transient characteristics of the flow 

in the bubble column; The location of the maximum upward velocities of bubbles, 

particles and liquid can be different, because of the relaxation effects; The bubble volume 

fraction increases with the evolution of the flow; The Sauter mean diameter of the 

bubbles not only increases along the column height, but also increases with development 

of the flow; The phase velocities under high gravity are larger than that of the flow under 

low gravity; While the bubble volume fraction and the bubble diameter under high 

gravity are smaller than that of the flow under low gravity. For the condition of same 

inlet bubble number density, the flow with larger gravity evolves faster 
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       In Chapter 5, a new rolling detachment model for particle removal in the presence of 

capillary forces based on the maximum adhesion resistance is developed.  The new model 

uses an effective thermodynamic work of adhesion model that includes the effects of 

capillary forces generated by the formation of liquid meniscus at the interface.  The JKR 

and DMT models for elastic particle and surface deformations and the Maugis and 

Pollock model for the plastic deformation are extended to include the effect of capillary 

forces.  Under turbulent flow conditions, the criteria for incipient rolling detachments are 

evaluated.  The turbulence burst model is used to evaluate the air velocity near the 

substrate. The critical shear velocities for resuspension of particles of different sizes are 

evaluated and the results are compared with those without capillary force.  The model 

predictions are compared with the available experimental data and good agreement is 

found.  

 

 In Chapter 6, rolling detachment of particles from surfaces in the presence of 

electrostatic and capillary forces based on the maximum adhesion resistance was studied.  

The effective thermodynamic work of adhesion including the effects of electrostatic and 

capillary forces was used in the analysis.  The JKR, DMT and the Maugis-Pollock 

models were extended to include the effect of electrostatic and capillary forces.  Under 

turbulent flow conditions, the criteria for incipient rolling detachments were evaluated.  

The critical shear velocities for removal of particles of different sizes were evaluated and 

the results were compared with those without electrostatic and capillary forces.  The 

results were compared with the available experimental data and good agreement was 

obtained.  

 

       In Chapter 7, particle resuspension and transport due to indoor human walking are 

studied numerically and experimentally.  The stepping motions of the foot, down and up, 

are modeled using a combination of two effective circular disks.  The flow generated by 

the squeezing film at the shoe-floor interface is assumed laminar and the corresponding 

velocity field is evaluated.  The flow outside of the foot is modeled based on a wall jet 

theory. The effect of adhesion force and surface roughness is included in the analysis.         

The roughness parameter is assumed to have a dual-Gaussian distribution. Models for 
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particle detachment and resuspension are developed including the recapture effect of the 

falling disk.  The effects of particle-wall adhesion force and the hydrodynamic drag and 

lift forces are included in the particle detachment model.  Spreading and dispersion of 

resuspended particle clouds is also evaluated.  Particle deposition, turbulent diffusion and 

Brownian diffusion are also included in the particle transport model. Comparisons of the 

model predictions for particle concentration in the room and for particle resuspension rate 

with the performed experimental data show good agreements. The simulation results 

show that shoe bottom roughness, foot size, walking velocity, background velocity as 

well as the foot stepping velocities, down and up, affect particle resuspension rate from 

the floor and the corresponding particle concentrations in the indoor environment. 

 

Keywords 
Numerical simulation, three phase flows, particle adhesion , particle detachment, particle 

resuspension, human walking 
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CHAPTER 1. INTRODUCTION  

       This thesis is concerned with fundamentals of gas-liquid-solid flows in bubble 

columns, particle removal in turbulent flows and particle resuspension and transport due 

to indoor human walking. Here a brief overview is presented and thesis objectives are 

described. 

 

       In Chapter 2, to better understand gas-liquid-solid slurry reactors in coal conversion 

processes, particularly in synthetic liquid fuel production, a detailed Eulerian-Lagrangian 

model for liquid-gas-solid flows in three-phase slurry reactors is developed.  In this 

model, the liquid is the continuous phase, and the bubbles and particles are treated as the 

dispersed discrete phases.  The small bubbles  are assumed to remain spherical and their 

shape variations are neglected. The volume averaged, incompressible, transient Navier-

Stokes equation is solved for the liquid phase. The bubble and particle motions are 

simulated by the Lagrangian trajectory analysis procedure.  Two-way coupling 

momentum exchange between the liquid phase and the bubbles and particles are 

accounted for in the continuous phase momentum equation. Forces acting on the 

dispersed phases include drag, lift, buoyancy, and virtual mass. A finite difference 

method is used to discretize the liquid phase equations on a structured equidistant grid.  

The discrete phase equations are solved with the Runge-Kutta and the Euler methods, for 

particles and bubbles, respectively. In addition to considering the interactions between 

particle-particle, bubble-bubble, and particle-bubble, bubble coalescence is also included.  

The simulation results are compared with the experimental data of Delnoij et al. (1997a) 

and good agreement was observed.  

 

      In Chapter 3, based on the models developed in Chapter 2, three phase liquid-gas-

solid flows under microgravity condition is studied.  The transient flow characteristics of 

the three-phase flow under zero g gravity and G-jitter acceleration were studied and the 

effects of gravity, inlet bubble size and G-jitter acceleration on variation of flow 

characteristics were discussed.  
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      In Chapter 4, based on the models developed in Chapter 2, numerical simulations of 

gas-liquid-solid flows in different gravity were performed. The transient flow 

characteristics of the three-phase flow under 2g and 0.5g gravity were studied and the 

effects of gravity variation on flow characteristics were discussed.  

 

       Chapter 5 presents a study of particle removal in turbulent flows. A new model for 

rolling detachment of spherical particles in the presence of capillary forces for both 

elastic and plastic surface deformations is developed. An effective thermodynamic work 

of adhesion model is used to account for the effects of capillary force for hydrophilic 

materials. The maximum adhesion resistance moments are evaluated using the JKR and 

the DMT models for elastic surface deformation and the Maugis-Pollock model is used 

for the plastic surface deformation.  The turbulence burst/inrush model is used for 

evaluating the near-wall velocity field. The potential for rolling detachment of spherical 

particles is studied and the critical shear velocities for detaching particles of various sizes 

are evaluated, and the results are compared with those obtained in the absence of the 

capillary force.  It is shown that the capillary force significantly increases the particle 

adhesion and decreases the opportunity for resuspension.  The model predictions for glass 

particles on glass and steel substrates are compared with the available experimental data 

for dry and humid air conditions. 

 

        In Chapter 6, Rolling detachment of particles from surfaces in the presence of 

electrostatic and capillary forces based on the maximum adhesion resistance was studied.  

The effective thermodynamic work of adhesion including the effects of electrostatic and 

capillary forces was used in the analysis.  The JKR, DMT and the Maugis-Pollock 

models were extended to include the effect of electrostatic and capillary forces.  In most 

cases of this study, the particles and substrates are made of the same material, so the 

electrical double layer force is neglected. Two electric fields are presented in the study, 

5000 kV/m and 10000kV/m. A charge analysis for the average Boltzmann, the saturation 

and fixed 20 µC/g charge distributions is given. A force analysis for the electrostatic, 

capillary and pull-off forces is also presented and discussed.  Under turbulent flow 

conditions, the criteria for incipient rolling detachments were evaluated.  The critical 
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shear velocities for removal of particles of different sizes were evaluated and the results 

were compared with those without electrostatic and capillary forces. It was shown that 

the capillary and electrostatic forces significantly affected the particle adhesion and the 

opportunity for resuspension.   The model predictions for resuspension of glass particles 

from a glass substrate with an average Boltzmann charge distribution were compared 

with the available experimental data. 

 

       In Chapter 7, resuspension, deposition and the spreading of particles  from floors due 

to human walking are studied.  A model for particle resuspension, deposition and 

transport is developed. The foot stepping process, down and up, is treated as the motions 

of two equivalent circular disks moving toward or away from the floor.  The airflow 

generated from this squeezing film is assumed to be laminar, and the corresponding gas 

velocity is evaluated.  The effects of grooves on the shoe bottom are accounted for in the 

analysis. The effect of surface roughness is included in the analysis and the roughness 

parameter is assumed to have a dual-Gaussian distribution. The recapture effect of the 

falling disk to the resuspended or detached particles is also included. The JKR adhesion 

theory and the hydrodynamic drag and lift forces are included in the rolling detachment 

model that is used in the analysis.  The areas under the shoe for which the particles of 

different sizes are detached in one gait cycle are evaluated.  Particle re-deposition, 

turbulent dispersion and Brownian diffusion effects are included in the model. PM 

concentrations in a room due to resuspension of particles of different sizes from the floor 

for a number of gait cycles are evaluated.   Particle resuspension is also investigated 

experimentally while people walk in a full size chamber in a controlled lab.  The particle 

concentrations for certain size range are measured. The model predictions for the 

concentration in the room and resuspension rate are compared with the experimental data 

and good agreement is found. 

1.1 OBJECTIVES 

       The general objective is to develop computational tools for analyzing the details of 

gas-liquid-solid flows in three–phase slurry reactors, particle removal in turbulent flows 
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and particle resuspension and transport due to indoor human walking.  The specific 

objects are: 

Gas-liquid-solid flows in three–phase slurry reactors  

      The general goal is to provide a better understanding of gas-liquid-solid slurry 

reactors in coal conversion processes, particularly in synthetic liquid fuel production. The 

specific objectives are:  

• To develop a computational model for analyzing gas-liquid-solid flows in the 

bubble column.  

• To provide an understanding of the effects of superficial velocities on three 

phase flows in a column. 

• To analyze the spatial distributions of bubble, liquid and particle velocities. 

• To provide an understanding of flow patterns in the column under various 

conditions. 

 

Particle removal in turbulent flows  

     The general goal is to provide a detailed understanding of particle detachment in 

turbulent flows. The specific objectives are:  

• To develop a new rolling detachment model for particle removal in the 

presence of capillary forces including the effects of surface deformation.  

• To evaluate the effect of electrostatic and capillary forces on particle 

detachment in turbulent flows. 

• To evaluate the critical shear velocities for particles with various materials.  

.  

Particle resuspension and transport due to indoor human walking  

       The general goal is to provide a detailed understanding of particle resuspension and 

transport due to indoor human walking. The specific objectives are: 

• To evaluate the flow velocity generated by the stepping motions of the foot. 

• To evaluate the spreading and dispersion of resuspended particle clouds. 

• To evaluate the particle resuspension rate  from the floor. 

• To find the parameters that affect the particle resuspension rate  from the floor 

and the corresponding particle concentrations in the indoor environment. 
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CHAPTER 2. EULERIAN-LAGRANGIAN SIMULATIONS   OF 
LIQUID-GAS-SOLID FLOWS IN THREE-PHASE 
SLURRY 

2.1 INTRODUCTION  

       Three-phase flows with liquids, bubbles, and solid particles occur in a wide range of 

industrial processes (Fan, 1989).  Important applications include three-phase slurry 

reactors in coal conversion processes, and in particular, in synthetic liquid fuel 

production. Optimization of three-phase slurry reactors requires a fundamental 

understanding of multiphase hydrodynamics coupled with heat and mass transfer 

processes. Despite a number of investigations on multiphase flows, the three-phase slurry 

reactor technology is far from being matured with many critical unresolved issues.  

 

       There are two main approaches to modeling multiphase flows that account for the 

interactions between the phases. These are the Eulerian-Eulerian and the Eulerian-

Lagrangian approaches.  The former is based on the concept of interpenetrating continua, 

for which all the phases are treated as continuous media with properties analogous to 

those of a fluid.  The Eulerian-Lagrangian approach adopts a continuum description for 

the liquid phase and tracks the discrete phases using Lagrangian particle trajectory 

analysis.   

 

       In recent years a number of simulation results using Eulerian-Eulerian model were 

reported in the literature. For gas-particle flows, Sinclair and Jackson (1989) studied gas-

particle flows in a vertical pipe including particle-particle interactions.  Ahmadi and Ma 

(1990) developed a thermodynamical formulation for dispersed multiphase fluid-solid 

turbulent flows, which was used to study dense simple shear flows (Ma and Ahmadi, 

1990). Ding and Gidaspow (1990) developed a bubbling fluidization model using kinetic 

theory of granular flows.  Pita and Sundaresan (1993) performed numerical study on 

developing flow of a gas-particle mixture in a vertical riser. Abu-Zaid and Ahmadi 

(1992) proposed a stress transport model for rapid granular flows in a rotating frame of 
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reference.  Abu-Zaid and Ahmadi (1996) also developed a rate-dependent model for 

turbulent flows of dilute and dense two-phase mixtures. Cao and Ahmadi (1995, 2000) 

reported their numerical simulation results for gas-particle two-phase turbulent flows in 

vertical, horizontal and inclined ducts. They accounted for the phasic fluctuation energy 

transport and interactions. 

 

       For gas-liquid flows, Gasche et al. (1990) developed a two-fluid model for bubble 

column reactors. Torvik and Svendsen (1990), Svendsen et al. (1992), and  Hillmer et al. 

(1994) included the effects of turbulence kinetic energy and the dissipation rate caused by 

the interaction between the two phases in their models. Hjertager and Morud (1993, 

1995) treated the liquid and gas phases as space-sharing interdispersed continua and 

described the interactions through interfacial friction terms.  Sokolichin et al. (1993, 

1994) reported their simulations using Eulerian-Eulerian method. Krishna et al. (1999) 

studied the influence of scale on the hydrodynamics of bubble columns using Eulerian-

Eulerian model approach and a k-ε turbulence model. Sanyal et al. (1999) studied gas-

liquid flows in a cylindrical bubble column using Eulerian-Eulerian approach and 

compared their result with algebraic slip mixture model. Borchers et al. (1999) discussed 

the applicability of the standard k-ε turbulence model in an Eulerian-Eulerian approach 

for simulation of bubble columns. Mudde and Simonin (1999) reported their two- and 

three-dimensional simulation of a meandering bubble plume using Eulerian-Eulerian 

method that included the k-ε turbulence model. Additional progress in simulating bubble 

columns were reported by Rande (1992), Grienberger and Hofman (1992), Boisson and 

Malin (1996), and Pfleger et al. (1999). 

 

       The accuracy of Eulerian-Eulerian approach heavily relies on the empirical 

constitutive equations used. Furthermore, the approach has limitations in predicting 

certain discrete flow characteristics. For example, particle size effect, particle 

agglomeration or bubble coalescence and breakage cannot be fully accounted for. The 

Eulerian-Lagrangian model, however, involves smaller number of empirical equations 

and is more suitable for providing detailed information of discrete phases. The 

disadvantage of this approach is its requirement for more extensive computing time. 
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       The Eulerian-Lagrangian model has been widely used in two-phase flows.  Li and 

Ahmadi (1992), and Kvasnak and Ahmadi (1996) simulated the instantaneous turbulent 

velocity field across channels and ducts using an anisotropic Gaussian random field 

model.  Sommerfeld and Zivkovic (1992) reported a simulation of pneumatic conveying 

through pipe systems, in which they incorporated their particle-wall and particle-particle 

collision models. Using a model described by Crowe (1977), Fan et al. (1997) performed 

numerical simulations of gas-particle two-phase turbulent flows in a vertical pipe. Tsuji 

et al. (1993) provided a discrete particle simulation of two-dimensional fluidized bed 

using a soft particle model. Their model was further modified by Hoomans et al. (1996) 

and Xu and Yu (1997) who developed hard sphere collision models.  Andrews and 

O’Rourke (1996), Snider et al. (1998) reported a multiphase particle-in-cell method for 

dense particulate flows.  Zhang (1998) conducted a simulation of gas-particle flows in 

curved ducts using particle-wall and particle-particle random impact models. Patankar 

and Joseph (2001a,b) performed simulations of particulate flows using a Chorin-type 

fractional-step method for gas phase equations. Fan et al. (2001) reported simulations of 

particle dispersion in a three-dimensional temporal mixing layer. They found that the 

particle dispersion patterns were governed by the large-scale vortex structures.  

 

       Early works based on Eulerian-Lagrangian simulation models for bubbly flows 

include those of Webb et al. (1992), Trapp and Mortensen (1993), Lapin and Lubbert 

(1994), and Devanathan et al. (1995).  Sokolichin et al. (1996) compared the simulation 

results of Eulerian-Eulerian model and Eulerian-Lagrangian model with the experimental 

data, but neglected bubble-bubble interactions.  Delnoij et al. (1997a,b) developed an 

Eulerian-Lagrangian model for a bubble column operating in the homogeneous flow 

regime. Their simulations incorporated bubble-bubble interactions using a collision 

model, but ignored bubble coalescence. Lain et al. (1999) developed an Eulerian-

Lagrangian approach including turbulence using the ε−k  turbulence model.  Their 

model, however, neglected the effect of phase volume fractions.  More recently, 

igonoring bubble-bubble interactions, Lapin et al. (2002) reported their Eulerian-

Lagrangian simulations of slender bubble columns.  Their prediction suggests that the 
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flow moves downwards near the axis and rises close to the wall in the lower part of the 

column, but in the upper part the opposite trend is observed.     

 
       While there is an extensive literature of two-phase flow model, studies of three phase 

flow hydrodynamics are rather limited.  Gidaspow et al. (1994) described a model for 

three-phase-slurry hydrodynamics.  Grevskott et al. (1996) developed a two-fluid model 

for three-phase bubble columns in cylindrical coordinates. They used a k-ε turbulence 

model and included bubble-generated turbulence. Mitra-Majumdar et al. (1997) proposed 

a computational fluid dynamic (CFD) model for examining the structure of three-phase 

flows through a vertical column. They suggested new correlations for the drag between 

the liquid and the bubbles and accounted for the particle effects on bubble motions.  

Recently Wu and Gidaspow (2000) reported their simulation results for gas-liquid-slurry 

bubble column using the kinetic theory of granular flows for particle collisions. Padial et 

al. (2000) performed simulations of three-phase flows in a three-dimensional draft-tube 

bubble column using a finite-volume technique.  Gamwo et al. (2003) reported a CFD 

model for chemically active three-phase slurry reactor for methanol synthesis. Zhou et al. 

(2005) reported a second-order moment three-phase turbulence model for simulating gas–

liquid–solid flows. However, all these models were based on Eulerian-Eulerian approach. 

Computer simulations of gas-liquid-solid flows using an Eulerian-Lagrangian model are 

rather limited.  Only recently Zhang (1999) performed a series of simulations of three-

phase flow using volume-of-fluid (VOF) method for the liquid and the gas phases and a 

Lagrangian method for particles.  Their study, however, were limited to consideration of 

only a small number of bubbles.    

 
       Duineveld (1994) reported that bubble shape is related to the bubble rising velocity. 

The rising velocities of flat bubble are larger than those of spherical bubbles.  

 
       In this study a detailed Eulerian-Lagrangian model for liquid-gas-solid flows in 

three-phase slurry reactors is developed.  In this model, the liquid is the continuous 

phase, and the bubbles and particles are treated as the dispersed discrete phases.  The 

bubbles are assumed to remain spherical and their shape variations are neglected. The 

volume averaged, incompressible, transient Navier-Stokes equation is solved for the 
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liquid phase. The bubble and particle motions are simulated by the Lagrangian trajectory 

analysis procedure.  Two-way coupling momentum exchange between the liquid phase 

and the bubbles and particles are accounted for in the continuous phase momentum 

equation. Forces acting on the dispersed phases include drag, lift, buoyancy, and virtual 

mass. A finite difference method is used to discretize the liquid phase equations on a 

structured equidistant grid.  The discrete phase equations are solved with the Runge-

Kutta and the Euler methods, for particles and bubbles, respectively. In addition to 

considering the interactions between particle-particle, bubble-bubble, and particle-bubble, 

bubble coalescence is also included.  The simulation results are compared with the 

experimental data of Delnoij et al. (1997a) and good agreement was observed.  

      

      Because all particles and bubbles are tracked in the present model, detailed 

information can be predicted in this study. But on the other side, it is numerically 

expensive to simulate a three-phase flow with large amounts of particles and bubbles. 

 

2.2 GOVERNING EQUATIONS AND MODELS 

2.2.1 Fluid Phase Hydrodynamics 

      The liquid phase is described by volume averaged, incompressible, transient Navier-

Stokes equations. The volume-averaged continuity equation and momentum equation are 

given by 

                                              
( )

0)(
t ff

ff =ρε⋅∇+
∂

ρε∂
fu                                        (2-1)     

and: 

                                 
( ) ( ) Pg�
u

f
f +ερ+ε⋅∇+∇ε−=ερ ffffff p

dt
d

                                 (2-2)             

where fε  is the liquid phase volume fraction, fρ is the liquid phase density,  fu  is the 

fluid phase average velocity, p is pressure, g is the acceleration of gravity, P is interaction 

momentum per unit mass transferred from the discrete phases, and f�  is the liquid phase 

viscous stress tensor, which is assumed to obey the general Newtonian fluid form given 

as 
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                                   ( ) ( ) ( )( )T
ff I

3
2

ffff uuu� ∇+∇µ+⋅∇µ−=                    (2-3)     

where fµ  is the liquid viscosity. 

       The volume fraction, fε , is defined as: 

                                             celldcellf V/)VV( −=ε                                                         (2-4)      

where dV  is the volume occupied by the discrete phases and cellV  is the volume of the 

grid cell  given as   

                                                  dxdydzVcell =                                                               (2-5)      

where  dx, dy,  and dz are grid size in x, y, and z direction, respectively. 

 

2.2.2 Dispersed Phase Dynamics  

       The bubbles and particles are treated as discrete phases and their motions are 

governed by Newton’s second law. i.e.,  

                                        Intd dt
d

m FFFFFu
lvmbd

d ++++=             (2-6)       

where du and dm  are, respectively, the discrete phase velocity and mass.  The terms on 

the right hand side of Equation (2-6) are, respectively, drag, buoyancy, virtual mass, lift 

and interaction forces.  Here the interaction force IntF  includes particle-particle, bubble-

bubble and particle-bubble collisions.    

 

       The drag force, dF , is given by      

                       
( )

�
�
�

<−πµα
≥−−πρ

=
1Re),(d
1Re,dC125.0

ddfd

d
2
dDf

df

dfdf
d uu

uuuu
F .                           (2-7) 

Here dd  is the discrete phase diameter, dα  is a phase coefficient whose value is 3 to 

account for the variation of the Stokes drag force for bubbles and particles in low 

Reynolds number flows. ( dα  is used only when dRe  is smaller than 1.)   In Equation (2-

7), dRe  is the discrete phase Reynolds number defined as 

                                                
f

dfd dRe
µ
−

ρ= df uu
,                                                      (2-8)   
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and DC  is the drag  coefficient given as 

                                                       
d

dD Re
24

fC = ,                                                           (2-9) 

where df  is given by 

                                      
�
�
�

>
≤+

=
1000Re,Re0183.0

1000Re,Re15.01
f

dd

d
687.0

d
d .                                         (2-10)                  

       In Equation (2-6), lF is the Saffman lift force given as 

                                  ( ) ( )[ ]fdffl �uu�F ×−ρµ= − 5.05.0
ff

2
dd61.1 ,            (2-11)                                                                      

where flow vorticity f� is defined as 

                                                      ff u� ×∇= .                                                           (2-12) 

       In Equation (2-6), bF is the buoyancy force given by: 

                                                gFb )(
6
d

df

3
d ρ−ρπ= ,         (2-13)       

where dρ is the discrete phase density. 

       In Equation (2-6), vmF  is the virtual mass force given by 

                                      )(
dt
d

d
12
1

f
3
d fdvm uuF −ρπ−= .                                               (2-14) 

 

2.2.3 Bubble-Bubble and Particle-Particle Collisions 

       Bubble-bubble and particle-particle collisions are included in this study using a hard 

sphere collision model along the line of the model developed by Hoomans et al. (1996). 

The effects of the rotation of bubbles and particles, however, were neglected.  Assume all 

the bubble-bubble and particle-particle collisions are binary collisions, and a and b are 

discrete phase collision pairs where both can be bubbles or solid particles, the velocities 

of a and b after a collision are given as  

                             1a
a

x
2a u

m
p

u += ,   1a
a

y
2a v

m

p
v += ,    (2-15) 

                                    1b
b

x
2b u

m
p

u += ,     1b
b

y
2b v

m

p
v +=  .     (2-16) 
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where u and v are components of velocity and subscript 1 and 2 refers, respectively, to 

before and after collision.  In Equations (2-15) and (2-16), xp and yp  are the tangential 

and normal components of the impulse and, respectively, are given by 

                                    
�
�
�

−−
−−

=
case)stick (For B)u(u
case) sliding(For )usgn(u�p

p
1b1a

1b1ay
x ,      (2-17) 

                                      
C

)ve)(v(1.
p 1b1a

y

−+−= .        (2-18) 

Here e is the restitution coefficient,  � is the friction coefficient, B  and C  are collision 

constants given as  

       
b

2
b

a

2
a

ba I
R

I
R

m
1

m
1

B +++= ,  
ba m

1
m
1

C += ,       (2-19) 

where aR and bR  are, respectively, the radii of particles a and b, and aI and bI are the 

corresponding moments of inertia given by 

    2
aaa Rm

5
2

I = ,      2
bbb Rm

5
2

I = .       (2-20) 

The slip and stick conditions during the collision is determined according to  

   
�
�
�

<−
≥−

)(�Bpuu
)(�Bpuu

y1b1a

y1b1a

sticking

sliding
       (2-21) 

       In the analysis, restitution coefficients of 0.2 and 0.5 are, respectively, used for 

bubble-bubble and particle-particle collision. Friction coefficients of 0.02 and 0.1 are 

assumed for bubbles and particles. 

 

       Tsao and Koch (1994) pointed out that in salt water, when two bubbles collide, it is 

more likely that they bounce back than coalesce. Tsao and Koch (1997) reported that the 

critical Weber number of coalescence for a rising bubble and a stationary bubble is 1.6, 

and the two bubbles coalesce upon impact at Weber numbers below this value and 

bounce at higher Weber numbers.  Duineveld (1994), however, reported a critical Weber 

number of 0.18 for the coalescence of two adjacent bubbles based on the relative 

velocities.  Tsao and Koch (1997) suggested that this difference is the result of the major 

differences in the flow fields.  For Duineveld’s case, the two bubbles rise side by side, the 
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bubble deformation and fluid flow in the film between the two bubbles may have 

significant effects on the criterion for coalescence or bouncing.  In the present analysis, 

there are thousands of bubbles in the column that are generally moving side by side.  The 

flow in the bubble column is much more complicated and is expected to have larger 

effects on bubble-bubble collision process.  In the present simulation, bubble coalescence 

is accounted by assuming that two bubbles coalesce upon impact when the Weber 

number less than 0.14, while they bounce for larger Weber numbers.  Here the Weber 

number We is defined as 

                                                  
γ

ρ= f
2
bbUd

We ,                                                           (2-22) 

where bd  is bubble diameter, bU is bubble relative velocity, fρ  is liquid density, γ  is the 

surface tension. 

 

2.2.4 Bubble-Particle Interactions 

       Bubble-particle interactions are included in the analysis by assuming the particles 

always go through the bubbles when bubble–particle collision occurs. The particle 

environment fluid property parameters are then changed from liquid to gas parameters 

until the particles leave the bubbles.  Unlike bubble-bubble and particle-particle 

encounters, which are assumed to be binary collisions, multi-interactions between bubble 

and particle are accounted for in this model, which means at the same time, many 

particles can enter the same bubble or different bubbles. The effect of bubble-particle 

interface is not included in this study.  

 

2.2.5 Coupling between Phases 

       Two-way coupling is included in the model. The coupling between bubbles and 

particles is implemented through bubble-particle interactions. When a particle enters a 

bubble, all the forces acting on the particles by the new gaseous environment are 

calculated using the bubble hydrodynamic properties. The exact force with opposite 

direction is then added to the bubble equation of motion. 
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       The coupling between fluid and dispersed phases is implemented through momentum 

interaction term, P, from the discrete phase to fluid phase. P is the negative of the sum of 

all forces acting on the particles and bubbles exerted by the fluid in a certain Eulerian 

cell.   

                                                

2.2.6 Eulerian to Lagrangian and Lagrangian to Eularian Gridmaping 

       Liquid phase velocities and pressure from Eulerian approach are evaluated at the face 

and center of the staggered grids, respectively.  However, for calculating the forces acting 

on the bubbles and particles, the liquid velocities at the locations of bubbles and particles 

must be evaluated by certain interpolation technique.  On the other hand, the forces acting 

from the bubbles and particles on the liquid phase are exerted at the bubble and particle 

position.  To account for two-way interactions in the computation of the liquid phase 

motion, an interpolation technique is needed to transfer these forces onto the staggered 

computational grids.  Here an area averaged interpolation scheme for Eulerian to 

Lagrangian  Gridmaping is used. i.e.,  

                                     ]AAAA[
dxdy

1
24E13E42E31EL φ+φ+φ+φ=φ ,                       (2-23) 

where, Lφ  is the estimated local liquid velocity  for the Lagrangian approach, 1Eφ ~ 4Eφ  

are liquid velocities at the grid nodes of the Eulerian frame, and 1A ~ 4A  are areas of cell 

fractions shown in Figure 2-1.    

  

 

 

 

 

 

 

 

 

 

Figure 2-1. Interpolation scheme from Eulerian to Lagrangian and vice versa. 
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       The interpolation scheme used for Lagrangian to Eularian Gridmaping reads  

dxdy
A3L

1E
φ=φ ,   

dxdy
A4L

2E
φ=φ ,   

dxdy
A1L

3E
φ=φ ,   

dxdy
A2L

4E
φ=φ ,                   (2-24) 

where, Lφ  is the force acting on the bubbles and particles in the Lagrangian frame,  

and 1Eφ ~ 4Eφ  are the transmitted forces to the Eulerian grid nodes.  

               

2.2.7 Geometry and Boundary Conditions 

       The present computational study was focused on a pseudo-two-dimensional bubble 

column with rectangular cross-section. Figure 2-2 shows the schematics of the bubble 

column, which was experimentally studied by Delnoij et al. (1997a).  In their setup, 

bubbles rised through a 25cm wide, 130cm high and 2cm thick column from 14 

uniformly spaced gas inlets located in the center of the column bottom surface.  The 

distance between every two neighboring inlet was 4mm. In the simulations, identical 

geometry was used and neutrally buoyant particles were randomly distributed in the 

column at the initial time.  Similar to the experiment, the continuous phase was assumed 

to be liquid water.  The physical properties of water were kept fixed in the simulations, 

while the height of liquid level and the properties of particles and bubbles were varied for 

different cases. Table 2-1 summarizes the hydrodynamic properties of the dispersed 

phases for different cases studied.    

  

      The outflow condition for the liquid phase was assumed at the upper boundary of the 

column and no-slip boundary conditions were imposed on other walls of the column. 

Bubble-wall and particle-wall collisions were included in the model using a hard sphere 

collision model revised from the model developed by Hoomans et al. (1996) as described 

by equations (2-15)-(2-21), with am equals to infinite.  The rotation of bubbles and 

particles, as well as, wall roughness effects was neglected.  A restitution coefficient of 0.5 

was used for both bubble-wall collision and particle-wall collision, while friction 

coefficients of 0.02 and 0.1 were assumed for bubble-wall collision and particle-wall 

collision, respectively. 
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Figure 2-2. Schematics of the pseudo-two-dimensional bubble column. 

 

 

                          Table 2-1. Hydrodynamic parameters for different cases 

Case 

number 

Bubble 

diameter  

mm 

Superficial 

gas velocity 

 mm/s 

Bubble 

density  

kg/m 3  

Particle 

diameter 

mm 

Particle 

density 

kg/m 3  

    1     2.0          2.0     1.29      0.25       1000 

    2     2.0          2.0        1.29      -      - 

    3     1.5         0.844     1.29      0.25     1000 

 

2.2.8 Free Surface Boundary Conditions 

       Proper modeling of liquid-gas free surface is important for accurate analysis of 

bubbly flows.  The marker-and-cell (MAC) method (Harlow and Welch, 1965) was used 

to simulate the column free surface.  The details of the MAC method were described by   

Griebel et al. (1998). They developed a time dependent computational model for 

analyzing two-dimensional single phase flow with free surface.   
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       Neglecting the surface tension, density and viscosity of air, the boundary conditions 

on the free surface is givens as (Landau, 1959; Berger and Gastiaux, 1988): 

                                  0)p( =⋅+ nI� f       (on the free surface)                                    (2-25) 

where f� is the viscous stress tensor in liquid given by Equation (2-3) and 

)n(n yx jin += is the unit normal to the free surface.  (i and j are unit vectors in x and y 

directions.)  For two-dimensional flows, the components of (2-25) in normal and 

tangential direction are given by 
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where )mm( yx jim +=  is the unit vector tangent to the free surface.  

                   

2.2.9 Modeling Bubble-Free Surface Interaction 

       For a rising bubble approaching the free surface, Doubliez (1991) reported that for 

We < 0.28, the bubble breaks free into the free surface, while the bubble bounces for 

impacts at higher Weber numbers. Based on the work of Doubliez (1991), a simple model 

for interaction of bubbles with the free surface is used in this study.   It is assumed that 

the bubbles that impact the column free surface with Weber number less than 0.28 will 

break free and leave the column, while bubbles impacting at higher Weber numbers will 

bounce using a hard sphere model.  A Restitution coefficient of 0.2 was used for bubble-

free surface collisions for We > 0.28. 

 

2.2.10 Numerical Procedure 

       No current commercial codes can handle three phase flow problems using Eulerian-

Lagrangian method. Therefore, a new computer code ELM3PF (Eulerian-Lagrangian 

Method for Three Phase Flow) for analysis of three phase flows was developed. In 

ELM3PF, the governing equations of the model were discretized using finite difference 

method in a structured equidistant staggered grid. The central and upwind (donor cell) 

discretization scheme was used for convective parts and an explicit time step was used 
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for time updating.  The new code was written in C, and was based on NaSt2D code, 

which was a code for single-phase flows with free surface developed by Griebel et al. 

(1998).  The new code (ELM3PF) has the capability of simulating unsteady, two 

dimensional three-phase liquid-gas-solid flows with free surface. 

 

       In ELM3PF, the pressure Poisson equations for liquid phase are solved using 

successive over-relaxation (SOR) method.  A fixed time step, ∆t, which typically is 

s001.0  is used for liquid phase calculation. The code calculates the liquid phase velocity 

field first. When the new liquid velocity field is obtained, the code evaluates, the 

minimum time for next collision, dt.  Here, dt is the minimum time of all possible 

collisions including bubble-bubble collisions, particle-particle collisions, particle-bubble 

collisions, bubble-wall collisions and particle-wall collisions. If dt is smaller than ∆t, the 

code computes bubble and particle velocities and positions over the time duration dt.  The 

next collision process is then analyzed, and the corresponding discrete phase velocities 

after the collision are evaluated.  The code then computes the next minimum time for 

collision and repeats this procedure until the accumulation of these dt’s equals ∆t.  

Thereafter the forces acting on the bubbles and particles are evaluated and transferred 

into the momentum equation for the liquid phase.  The code then computes the new liquid 

velocity field.   For a case that the minimum collision time dt is larger than ∆t, the code 

compute the forces acting on the bubbles and particles, and transfer these forces into 

momentum equations for liquid phase and evaluates the new liquid velocity.  Typically, 

9940 bubbles and 1000 particles are used in this study. Initially particles are randomly 

distributed into the liquid. Initial bubble rising velocity is determined based on the given 

superficial gas velocity. CPU time requirement depends on the number of particles, 

bubbles and grid cells. For a typical number of bubbles and particles for a computational 

grid of 1500 cells, evaluation of one second transient behavior of the liquid-gas-solid 

three-phase flow requires about 4 hours CPU time on a SUN Ultra10 workstation.    

 

2.2.11 Effect of Grid Size 

       In order to check the sensitivity of the simulation result on the grid size, the grid 

spacing was reduced by a factor of two from 1cm to 0.5cm.  Comparison of the two cases 
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showed that the reduction of the grid size did not generate a noticeable difference in 

simulation results. Therefore, a grid spacing of 1cm was typically used.  

 

2.3. RESULTS AND DISCUSSION: 

2.3.1 Comparison with Experimental Data  

       We compared our model predictions with the experimental data of Delnoij, Kuipers 

and Swaaij (1997a). Their experiments were performed in a pseudo-two-dimensional 

bubble column. They measured the oscillation frequency of the bubble plumes in 

columns with five different aspect ratios for gas-liquid flows and found that a clear 

transition of the flow pattern occurs when the aspect ratio changes from 1 to 3. In a 

bubble column with an aspect ratio of 2.2, they used neutrally buoyant particles as tracer 

particles to visualize the liquid field.  Figure 2-3 compares the present  model  predictions 

of the flow structure with the experimental data of Delnoij, et al. (1997a).            

 

 

 

                                

    (a) Experiment (Delnoij et al., 1997a)                       (b) Simulation 

                

 Figure 2-3. Flow structure in a three-phase bubble column with an aspect ratio of 2.2. 

                     Superficial gas velocity sU   = 2.0 mm/s, bubble size bd   = 2.0 mm. 

 

 

Bubbles Particles Liquid 
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Figure 2-4. Comparison of the computed oscillation frequency of bubble plumes with the 

experimental data of Delnoij et al. (1997a).   

Superficial gas velocity sU   = 2.0 mm/s, bubble size bd   = 2.0 mm. 

 

      The hydrodynamic parameters used in the simulation, which are identical to those of 

the experimental study, are listed in Table 2-1 (case 1).  In Figure 3, the small dots show 

the liquid phase stream traces, while the small circles and the large circles show, 

respectively, the positions of the particles and bubbles. The model predictions appear to 

be in good agreement with the experimental data of Delnoij, et al. (1997a).  The model 

not only predicts the proper S-shape path of the bubble plume, but also predicts the 

movements of large vortices and the oscillatory behavior of the bubble plume.   

 

       Delnoij et al. (1997a) performed a series of experiments on bubble columns with 

different aspect ratios and evaluated the corresponding quasi-steady frequencies of the 
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  Simulation  
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bubble plume oscillation.  For conditions identical to the experiments, we performed a 

series of simulations for two-phase gas-liquid flows in the bubble column with different 

aspect ratios.  Figure 2-4 compares the model predictions for the oscillation frequency of 

the bubble plumes with the experimental data of Delnoij et al. (1997a).  The simulation 

parameters are listed in Table 2-1 (case 2).   This figure shows good agreement of the 

model predictions for the bubble plume oscillation frequencies with the experimental 

data.  Delnoij et al. (1997a) also performed a computer simulation that predicted the S-

shape path of the bubble plumes, but their model had difficulty in predicting the 

evolution of the large vortical motions and the oscillatory behavior of the bubble plume 

in the column.  Their model neglected the presence of free surface and bubble-bubble 

coalescence.   The presently developed model includes the liquid free surface and can 

predict the movement of the large vortex and the oscillatory behavior of the bubble plume 

in the column.  This implies that the column free surface has important consequences and 

has to be accounted for in the computational model.  It appears that the fluctuations of 

free surface affect the motion of both the fluid phase and dispersed phases in the column.  

 

2.3.2 Development of Transient Flow Structures  

       Figure 2-5 shows the snapshots of model predictions for the liquid stream traces, and 

the locations of bubbles and particles at times 1, 5, 9 and 13 seconds after initiation of the 

flow.   The aspect ratio of the column is 2.2 and the values of other parameters used in 

the simulation are listed in Table 2-1 (case 1).  The evolution of the flow structure in the 

bubble column can be seen from this figure.  Figures 2-6, 2-7 and 2-8, respectively, show 

the corresponding bubble velocities, liquid velocities and particle velocities at different 

times. The transient characteristics of the three-phase flow are clearly seen from these 

figures.  In the first 4 seconds, bubble plume rises rectilinearly along the centerline of the 

column, which generates two vortices behind the plume head as seen in Figures 2-5a and 

2-7a.  These vortices are symmetric in the first second after initiation of the flow, but as 

the bubble plume approaches the column free surface, the vortices become non-

symmetric. Figure 2-7 also shows that on the liquid velocities generated by the counter 

rotating vortices in the bottom of the vessel point to the center of the column, which tends 

to move the bubbles inside toward the centerline; thus, the bubble plume shrinks in this 
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region. On the top, counter rotating vortices leads to liquid velocities pointing outward; 

this motion drags the bubbles toward the column walls.  As a result, the head of the 

bubble plume expands, as seen more clearly in Figure 2-5.   Figure 2-7d shows that when 

the bubble plume reaches the free surface of the column, staggered vortical flows in the 

column are formed.  As a result, the bubble plume changes its path to S-shape that can be 

seen in Figure 2-5d. With the upward flow of the bubble plumes, these staggered vortices 

moves downward and result in an oscillation of the bubble plume as seen in Figure 2-5.  

Comparing Figures 2-5 and 2-7, shows that the evolution of the three-phase flow in the 

column is dominated by these time-dependent staggered vortices.   

                                                    

                      (a) 1s                       (b) 5s                      (c) 9s                     (d) 13s 

 

Figure 2-5.  Computed flow structure of the gas-liquid-particle three-phase flow 

in a bubble column with an aspect ratio of 2.2.  Superficial gas velocity 

sU   = 2.0 mm/s, bubble size bd   = 2.0 mm, particle size pd = 0.25 mm. 

 

       Figures 2-5 and 2-7 show solid particles are concentrated mainly outside the large 

vortices in the regions with relatively high liquid velocities. This is, because of the 

centrifugal force that pushes the particles away form the center of the vortices.  Some 

Bubbles Particles Liquid 
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particles are retained inside these staggered vortices, partly because of particle-particle 

collisions that decrease particle segregation.    

                                                                                                                          

                 

               (a) 1s                        (b) 5s                            (c) 9s                         (d) 13s     

 

Figure 2-6.  Computed snapshots of the bubble velocities of the gas-liquid-particle three-

phase flow in a bubble column with an aspect ratio of 2.2.  Superficial gas velocity 

sU   = 2.0 mm/s, bubble size bd   = 2.0mm, Particle size pd = 0.25mm. 

 

       Comparison of Figures 2-5, 2-6 and 2-7 reveals another important feature of the 

three-phase flows in the column. It is seen that a number of bubbles are captured by the 

staggered vortices and move downward along with the vortices as shown in Figures 2-5d, 

2-6d and 2-7d.  In most cases, these captured bubbles are at some distance from the 

center of the vortices.  Once those bubbles reach the bottom of the column, they turn 

upwards and move with the main bubble plume as seen in Figure 2-5c, 2-6c and 2-7c.  

Figures 2-5, 2-7 and 2-8, similarly show that particles are also captured by the vortices 

and are carried around by the time-dependent circulating motions.  Comparing Figures 2-

6, 2-7 and 2-8, also indicates that the bubble upward velocities are much larger than both 

particle and liquid, but bubble downward velocities are smaller than the other phases.    

0.5 m/s 
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             (a) 1s                          (b) 5s                            (c) 9s                        (d) 13s 

           

Figure 2-7.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow in a bubble column with an aspect ratio of 2.2.  Superficial gas velocity 

sU   = 2.0 mm/s, bubble size bd   = 2.0mm, particle size pd = 0.25mm. 

 

       As for the magnitudes of particle and liquid velocities, they are of the same order, 

with particle downward and upward velocities being generally smaller than that of liquid.  

In some regions, particle upward velocities can be slightly larger than liquid velocities.   

The differences between the liquid and particle velocities are, generally, very small. 

0.5 m/s 
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               (a) 1s                       (b) 5s                        (c) 9s                       (d) 13s       

    

Figure 2-8.  Computed snapshots of the particle velocities of the gas-liquid-particle three-

phase flow in a bubble column with an aspect ratio of 2.2. Superficial gas velocity 

sU   = 2.0 mm/s, bubble size bd   = 2.0 mm, particle size pd = 0.25 mm. 

 

       The reason for the observed velocity pattern can be explained by the effect of the 

buoyancy force of the bubbles, inertia of particles and viscosity of the liquid.  The main 

driving force for the flow in the column is the rise of the bubbles due to the buoyancy 

effects.  The bubbles then drag the liquid and the particles upwards along its time-

evolving S-shape path. Thus, bubbles upward velocities in the column are naturally larger 

than both liquid and particle velocities.  

 

       In the regions outside the staggered vortices, where the liquid velocity is downward, 

the drag of liquid on the bubbles is also downward.  The bubble buoyancy force, 

however, is upward, and thus the bubble can not follow the liquid closely.  In this region 

the bubble velocities are smaller then both particle and liquid velocities.   

 

0.5 m/s 
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       The neutrally buoyant particles are generally being transported by the liquid, and 

thus the particle velocity is slightly smaller than the liquid.  Occasionally particles with 

high velocities may entrain in low liquid velocity region.  In these situations the particle 

local velocities may become slightly larger than the liquid phase.  

 

       Figure 2-9 shows the average velocities of the particles, bubbles and liquid at 

different sections across the bubble column.  Here a space-time averaging method for 

time duration of 2 to 13 seconds was used.  As expected, the bubble velocities are much 

larger than the particle and liquid velocities.  The particle and the liquid velocities are of 

the same order.  Along the center line of the column, all the three phase upward velocities 

increase with the height of the column, reaching their maximum values at the height of  

0.4 m.  The velocities then decrease with the height toward the free surface.  Along the 

two side walls, the velocities are downward and the velocity magnitudes increase with the 

height of the column attaining their maximum values at about 0.45 m.  Beyond this 

height, the velocities decrease toward the free surface.  At the free surface the bubbles 

have positive net velocities as they leave the column.  The horizontal component of the 

velocity shows that the liquid and the solid particles attain high outward velocities at the 

free surface.  Figure 2-9 shows that the lower 2/3 height of the column, both upward 

velocities and downward velocities change slowly, while in the top 1/3 height of the 

column, the changes in velocity components are large.  Figure 2-9 shows that the curves 

for the liquid and particle velocities are relatively smooth, while those for the bubbles are 

not.  This is because of the statistical error to the relatively smaller number of samples for 

bubbles.  The curves on the left side of Figure 2-9a indicate that a number of bubbles are 

captured by the downward moving vortices during the averaging time that the graph is 

generated.   
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                         0.5m/s                           v                                           u                                                    

                                      
                       (a) Bubble                            (b) Liquid                           (c) Particles 

 

Figure 2-9.  Average velocity profile of the bubbles, liquid and particles of the gas-liquid-

particle three-phase flow in a bubble column with an aspect ratio of 2.2.   Superficial gas 

velocity sU   = 2.0 mm/s, bubble size bd   = 2.0 mm, particle size pd = 0.25 mm. 

 

       While for the simulations shown in Figures 2-6 to 2--9 particles are neutrally 

buoyant, particle inertia due to their finite size affect their motion characteristics. In the 

lower part of the column, liquid upward velocities are accelerating; thus, the particle 

upward velocities are slightly smaller than the liquid velocities due to particle inertia.  In 

the upper part of the column, liquid upward velocities are decelerating, and thus the 

particle upward velocities are slightly larger than the liquid velocities.  For the downward 

velocities, the trend is just opposite.   
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                     (a) 1s                       (b) 5s                      (c) 9s                     (d) 13s 

             

Figure 2-10.  Computed flow structure of the gas-liquid-particle three-phase flow in a 

bubble column with an aspect ratio of 2.2.  Superficial gas velocity sU   = 0.844 mm/s, 

bubble size bd   = 1.5 mm, particle size pd = 0.25 mm. 

 

2.3.3 Effect of Bubble Size on Gas-Liquid-Particle Flow 

       To study the effect of bubble size, a simulation was performed with the inlet bubble 

diameter being reduced to 1.5 mm.  Other simulation parameters are listed in Table 2-1 

(case 3).  Figure 2-10 shows the snapshots of the flow structures of gas-liquid-particle 

three-phase flow with smaller bubbles. Figures 2-11, 2-12 and 2-13, respectively, show 

the corresponding velocities of bubbles, liquid, and particles. 

 

 

 

 

 

                    

Bubbles Particles Liquid 
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                  (a) 1s                        (b) 5s                            (c) 9s                         (d) 13s     

 

Figure 2-11.  Computed snapshots of the bubble velocities of the gas-liquid-particle 

three-phase flow in a bubble column with an aspect ratio of 2.2.  Superficial gas velocity 

sU   = 0.844 mm/s, bubble size bd   = 1.5 mm, particle size pd = 0.25 mm. 

 

       Figure 2-10 and 2-12 show that solid particles are mainly located outside the large 

vortices and in the regions with high liquid velocities. Some particles are retained inside 

these staggered vortices perhaps due to particle-particle collisions.  This observation is 

similarly to Figure 2-5 and 2-7 for larger size bubbles.  Figure 2-11, 2-12 and 2-13 show 

bubble velocities are much larger than liquid and particle velocities, while liquid and 

particle velocities are of the same order, with particle downward and upward velocities 

being generally smaller than that of the liquid. 

 

 

 

 

 

0.5 m/s 
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                     (a) 1s                         (b) 5s                       (c) 9s                     (d) 13s 

           

Figure 2-12.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow in a bubble column with an aspect ratio of 2.2.  Superficial gas velocity 

sU   = 0.844 mm/s, bubble size bd   = 1.5 mm, particle size pd = 0.25 mm. 

 

       Figures 2-10a and 2-10b show that the bubble plume rises rectilinearly along the 

centerline of the column in the first 5 seconds after initiation of the flow. Figure 2-10d 

shows one a slightly curved bubble plume shape but not S-shaped plume seen for larger 

bubbles.  Figure 2-12b shows that at 5 seconds of the flow start up, the vortices formed 

are still symmetric, while the vortices generated by the 2mm bubble plume become non-

symmetric as shown in Figure 2-7b.  This implies that the flow patterns in the column 

seem to evolve at slower rate for 1.5 mm bubbles when compared to those for 2 mm 

bubbles. Clearly, compared to larger bubbles, small bubbles need more time to speed up 

the liquid to form the staggered vortices.  Even when the staggered vortices have formed, 

they still need more time to become sufficiently strong to form the S-shape bubble plume 

in the column. 

0.5 m/s 
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                       (a) 1s                         (b) 5s                     (c) 9s                       (d) 13s       

    

Figure 2-13.  Computed snapshots of the particle velocities of the gas-liquid-particle 

three-phase flow in a bubble column with an aspect ratio of 2.2.  Superficial gas velocity 

sU   = 0.844 mm/s, bubble size bd   = 1.5 mm, particle size pd = 0.25 mm. 

 

       Compared with Figure 2-6, Figure 2-11 shows smaller bubble rising velocities. 

Furthermore, the bubble rising velocities increase slower with time. Since the liquid 

velocities are generated by the bubble motions and particles are transported by liquid, 

smaller bubble velocities will result in smaller liquid and particle velocities, as seen in 

Figures 2-12 and 2-13.  Figure 11a also shows that the two vortices behind the plume 

head are much weaker than those in Figure 2-7a.  As noted before, the expansion of the 

plume head is a result of outward liquid velocities on the top of the vortices; thus, weak 

liquid vortices result in a narrow plume head, as can be seen in Figure 2-10a.  The liquid 

vortices in Figure 2-12 are also too weak to push the bubble plume to form into S-shape 

seen in Figure 2-5.  Figures 2-10 and 2-11 also show that there are no isolated bubbles in 

the column.  This is because the liquid generated vortices are not sufficiently strong to 

capture bubbles from the main babble plume.  So although the bubble velocities will 

0.5 m/s 
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determine the liquid velocities, the liquid velocities seem to have little effect on the shape 

of the bubble plume for small bubbles.  

 

       While in comparison with Figure 2-6a, Figure 2-11 shows smaller bubble rising 

velocities, Figure 2-5a and Figure 2-7a indicates that at the first second after initiation of 

flow, the height of the 2mm bubble plume and the 1.5mm bubble plume are almost same.   

That is, in the beginning the upward velocities of these two different size bubble plume 

are roughly the same.  Nevertheless, the momentum transported to the liquid by 1.5mm 

bubbles is smaller compared to that for compared to 2mm bubbles.   Thus, the liquid 

velocities are smaller, as seen from Figure 2-12a.  In conclusion, compared to the three-

phase flow with 2mm bubbles, the flow characteristics of the three-phase flow with 1.5 

mm bubbles evolves slower, the bubble plume has lower oscillation frequency, and all 

phase velocities are smaller.   

 

       Figure 2-14 shows the average velocities of the particles, bubbles and liquid during 

the three-phase flows with 1.5 mm bubbles in the column.  Similarly to the 2mm bubble 

case, it is seen that the bubble velocities are much larger than the particle and liquid 

velocities.  The particle and the liquid velocities are of the same order.  Along the center 

line of the column, all the three phase upward velocities increase with the height of the 

column and attain their maximum values at a height of about 0.4m.  The velocities then 

decrease with further increase in height. Along the two side wall, the downward 

velocities of liquid and particles increase with the height of the column reaching their 

maximum values at about 0.45m, and then decrease toward the free surface.  Figure 2-14 

shows that the bubbles are concentrated in the bubble plume in the middle of the column 

and moving upward.   Unlike for the case with 2 mm bubbles, there is no babble down 

ward velocity in this case.  This is because no bubbles are captured by the downward 

moving vortices up to 13 seconds that the simulation was performed. 
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                         0.5m/s                           v                                           u                                                    

                               
                       (a) Bubble                            (b) Liquid                           (c) Particles 

 

Figure 2-14.  Average velocity profile of the bubbles, liquid and particles of the gas-

liquid-  particle three-phase flow in a bubble column with an aspect ratio of 2.2.  

Superficial gas velocity sU   = 0.844 mm/s, bubble size bd   = 1.5 mm, Particle size pd = 

0.25 mm. 

 

2.4. CONCLUSIONS 

      In this study, an Eulerian-Lagrangian computational model for simulations of gas-

liquid-solid flows in three–phase slurry reactors is presented. The two-way interactions 

between bubble-liquid and particle-liquid are included in the analysis. Particle-particle 

interactions and bubble-bubble interactions are accounted for by the hard sphere model 

approaches, and the bubble coalescence is also included in the model.  The transient 

characteristics of three-phase flows are studied and the effects of bubble size on variation 

of flow patterns are discussed. On the basis of the presented results, the following 

conclusions are drawn: 
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1. The transient characteristics of the three-phase flow in the bubble column are 

dominated by time-dependent staggered vortices, which are generated near the free 

surface and move downwards. 

2. The bubble plumes move along S-shape paths and exhibit an oscillatory behavior. 

3. Highest particle concentrations occur in the region outside the staggered vortices, 

in the regions with high liquid velocities. 

4. Most bubbles in the column form a main bubble plume, and only some bubbles are 

captured by the staggered vortices.  

5. Bubble upward velocities are much larger than both particle and liquid velocities.   

The bubble downward velocities are, however, smaller than both particle and 

liquid velocities.    

6. Bubble size has major effect on the characteristics of the three-phase flow. For the 

same number of bubbles, larger bubbles significantly increase the development of 

the flow characteristics. Compared to a column with small bubble, the column 

with large bubble has higher bubble, particle and liquid velocities and higher 

bubble plume oscillation frequency.  

7. Bubble velocities determine liquid velocities, and liquid velocities can affect 

bubble plume shape depending on the size of the bubbles. 
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2.6 NOMENCLATURE 

1A ~ 4A           areas of small cells as shown in Figure 1, m 2  

B , C                collision constants, 1/kg 

DC                   drag  coefficient, dimensionless 

0C                    initial compression velocities, m/s 2   

bd                     bubble diameter, m 

dd                     discrete phase diameter, m 
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dt                     minimum time for next collision, S 

dx                    grid size in x direction, m 

dy                    grid size in y direction, m 

dz                    grid size in z direction, m 

e                      restitution coefficient , dimensionless 

df                     coefficient used in drag  coefficient calculation, dimensionless 

dF                    drag force, N 

bF                    buoyancy force, N 

lF                     Saffman  force, N 

vmF                   virtual mass force, N 

g                       acceleration due to gravity force, m/s 2  

 I   unit matrix 

aI                      moments of inertia of particle or bubble a, kgm 2  

bI                      moments of inertia of particle or bubble b, kgm 2  

m     tangent vector, dimensionless 

am                    mass of particle or bubble a, kg 

bm                    mass of particle or bubble b, kg 

dm                    discrete phase mass, kg 

n       normal vector, dimensionless  

P               momentum transferred from the discrete phase, N/kg 

P                       pressure, N/m 2  

xp                     tangential components of the impulse, kgm/s 

yp                     normal components of the impulse, kgm/s 

aR                    radius of particle or bubble a , m 

bR                    radius of particle or bubble b , m 

Re                    fluid phase Reynolds number, dimensionless 

dRe                  discrete phase Reynolds number, dimensionless 

s                       sign of initial slip velocity , m/s 



www.manaraa.com

 36 

0S                     initial slip velocity, m/s 

1au , 1av           velocities of particle or bubble a  after the collision at collision 

                        coordinate, m/s  

2au , 2av           velocities of particle or bubble a  before the collision at collision    

                         coordinate, m/s 

bU                     bubble relative velocity, m/s 

bnu , bnv            velocities of particle or bubble b  after the collision at collision 

                         coordinate, m/s 

bou , bov            velocities of particle or bubble b  before the collision at collision    

                         coordinate, m/s 

du                     discrete phase velocity, m/s 

fu               fluid phase average velocity, m/s 

dV                     volume occupied by the discrete phase, m 3  

cellV                   volume of the grid cell, m 3  

We                    weber number, dimensionless 

 

Greek letters 

dα                       phase coefficient, dimensionless 

fε                        liquid phase volume fraction, dimensionless 

Lφ                       local liquid velocity, local liquid volume fraction or forces acting on the 

                           bubbles and particles  for Lagrangian frame, m/s, dimensionless or N  

1Eφ ~ 4Eφ            liquid velocity, required forces or  liquid volume fraction for Eulerian 

                           frame,  m/s, N or dimensionless 

fρ                       liquid phase density, kg/m 3  

�                        friction coefficient, dimensionless 

fµ                       liquid viscosity, sPa ⋅  

f�                       liquid vorticity 1/s 
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dρ                       discrete phase density, kg/ m 3   

f�                       fluid phase viscous stress tensor, N/m 2  

fλ                       liquid bulk viscosity, kg/m/s 

∆t                       time step for liquid phase calculation, s 

γ      Coefficient of surface tension, N/m 
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CHAPTER 3. NUMERICAL SIMULATIONS OF LIQUID-GAS-
SOLID THREE-PHASE FLOWS IN MICROGRAVITY 

 

3.1 INTRODUCTION     

      Despite a number of related studies, the three-phase slurry reactor technology is far 

from being matured with many unresolved issues. In particular, the characteristics of the 

three-phase flows under microgravity conditions are poorly understood.  Three-phase 

slurry reactors, however, is expected to be a key components of air revitalization and air 

purification devices critical to NASA’s plan for long duration human space travel.  

  

      In this study the earlier developed computational model in Chapter 2 was used.  

While the study was focused on the zero gravity case, a sample case with normal gravity 

was also analyzed. The transient characteristics of three-phase flows were studied and the 

effects of gravity, bubble size and G-jitter acceleration under microgravity condition were 

analyzed. 

 

3.2 GOVERNING EQUATIONS AND MODELS 

       Details of governing equations and model assumptions were described in Chapter 2.       

Particle-bubble interactions are included in the analysis by assuming the particles always 

go through the bubbles when Particle-bubble collision occurs. The particle environment 

fluid property parameters are then changed from liquid to gas parameters until the 

particles leave the bubbles, which means that using gas parameters to calculate the forces 

exerted on the particles, then these forces are coupled back to the bubbles it collide with. 

The effect of bubble-particle interface is not included in this study. The notations used 

here are also same as those used in Chapter 2. 

 

      In the present study a pseudo-two-dimensional bubble column with a rectangular 

cross-section is considered.  Figure 3-1 shows the schematics of the bubble column.   

This column is similar as the one used in Chapter 2 (Figure 2-2), only difference is the 

height of this column is 75cm, not 130cm.  The initial liquid level was assumed to be 

55cm high, while the gravity as well as bubbles initial diameter were varied for different 
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cases.  Table 3-1 summarizes the hydrodynamic properties of the dispersed phases for 

different cases studied.   The study was focused on the comparison of the three-phase 

flows in the bubble column under microgravity and normal gravity conditions. 
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Figure 3-1. Schematics of the pseudo-two-dimensional bubble column. 

 
                          Table 3-1. Hydrodynamic parameters for different cases 

Case 

number 

Bubble 

diameter  

mm 

Superficial 

gas velocity 

 mm/s 

Bubble 

density  

kg/m 3  

Particle 

diameter 

mm 

Particle 

density 

kg/m 3  

Gravity 
 
 
 
m/s 2  

    1     1.0          0.25     1.29      0.25     1000    -9.8 

    2     1.0          0.25        1.29      0.25     1000     0.0 

    3     3.0          6.75     1.29      0.25     1000     0.0 

    4     3.0          6.75     1.29      0.25     1000 G-jitter     

 

75
 c

m
 

25 cm 

2 cm 
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3.3. RESULTS AND DISCUSSION: 

3.3.1 Development of Transient Flow Structures with Normal Gravity 

      To study the effect of gravity on the flow characteristics, a sample reference case with 

normal gravity is first presented.  The hydrodynamic parameters used in the simulation 

are listed in Table 3-1 (case 1).   Figure 3-2 shows the snapshots of the model  predictions 

for the liquid stream traces, and the locations of bubbles and particles at times of 1, 9, 22 

and 30 s after initiation of the flow.  In Figure 3-2, the small dots show the liquid phase 

stream traces, while the small circles and the large circles show, respectively, the 

positions of the particles and the bubbles. This figure shows the evolution of the flow 

structure in the bubble column.  Figures 3-3, 3-4 and 3-5, respectively, show the 

corresponding bubble velocities, liquid velocities and particle velocities at different 

times. The transient characteristics of the three-phase flow can clearly be seen from these 

figures.  In the first 22 s, bubble plume rises rectilinearly along the centerline of the 

column, which generates two vortices behind the plume head.  These vortices are almost 

symmetric in the first 22 s, but with the further development of the bubble plume, the 

vortices become non-symmetric.  As seen from Figure 3-4d, eventually staggered vortical 

flows form in the column.  As a result, the bubble plume changes its path to S-shape that 

can be seen in Figure 3-2d.  With the upward flow of the bubble plumes, these staggered 

vortices moves downward and result in an oscillation of the bubble plume. Figure 3-4 

also shows that the liquid velocities generated by the counter rotating vortices in the 

bottom of the column point toward the center of the column.   This tends to move the 

bubbles toward the centerline, and thus the bubble plume shrinks in this region.  On the 

column top, however, opposite trend exists that drags the bubbles toward the column 

walls.  As a result, the head of the bubble plume expands, as is seen in Figure 3-2.  

Comparing Figures 3-2 with 3-4, shows that the evolution of the three-phase flow in the 

column is controlled by these time-dependent staggered vortices.   

 

      Figures 3-2, 3-4 and 3-5 show solid particles are mainly concentrated in the region 

outside the large vortices.  This is due to the effect of the centrifugal force that tends to 

move the particles away form the center of the vortices.  Some particles are retained 

inside these staggered vortices, partly due to particle-particle collisions.    
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                     (a) 1s                       (b) 9s                     (c) 22s                  (d) 30s 
             
Figure 3-2. Computed flow structure of the gas-liquid-particle three-phase flow under 

normal gravity. Superficial gas velocity, sU   = 0.25mm/s, initial bubble size, bd   = 1.0 

mm, particle size, pd = 0.25 mm. 

 
      Figures 3-2, 3-3 and 3-4 reveal that a number of bubbles are captured by the 

staggered vortices and move with the vortices as is seen from Figures 3-2c, 3-2d, 3-3c, 3-

3d, 3-4c and 3-4d.  In general, these captured bubbles are at some distance from the 

center of the vortices. Similarly, Figures 3-2, 3-4 and 3-5 show that some particles are 

also captured by the vortices and are carried around by the time-dependent circulating 

motions. Comparison of Figures 3-3, 3-4 and 3-5 indicates that the bubble upward 

velocities are much larger than both particle and liquid velocities, but bubble downward 

velocities are smaller than the other phase velocities.    

  

     Figures 3-4 and 3-5 show that the magnitudes of particle and liquid velocities are of 

the same order, with particle downward and upward velocities being somewhat smaller 

than that of liquid.  In some regions, however, particle upward velocities can be slightly 

Bubbles Particles Liquid 
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larger than the liquid velocities. In general, the differences between the liquid and particle 

velocities are very small. 

 

      The observed velocity characteristics of the three-phase flow can be explained by the 

effect of the bubble buoyancy force, particle inertia and liquid viscosity.  The bubble 

buoyancy is the main driving force for the flow under normal gravity condition.  The 

bubbles drag the liquid and the particles upwards along its time-evolving S-shape path. 

Thus, bubbles upward velocities in the column are larger than both liquid and particle 

velocities. While in the regions outside the staggered vortices, the liquid velocity is 

downward, the drag of liquid on the bubbles is also downward, but the bubble  buoyancy  

         
                   

              

                  (a) 1s                        (b) 9s                     (c) 22s                         (d) 30s     
 

Figure 3-3.  Computed snapshots of the bubble velocities of the gas-liquid-particle three-

phase flow under normal gravity.  Superficial gas velocity, sU   = 0.25 mm/s, initial 

bubble size, bd   = 1.0 mm, particle size, pd = 0.25 mm. 

 

0.5 m/s 
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          (a) 1s                      (b) 9s                              (c) 22s                           (d) 30s 
           
Figure 3-4.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow under normal gravity.  Superficial gas velocity, sU   = 0.25 mm/s,  

initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm. 

 
force is upward; thus, the bubble can not follow the liquid closely.  Therefore, in this 

region the bubble velocities are smaller then both particle and liquid velocities.   

 

      Because the neutrally buoyant particles are generally transported by the liquid, the 

particle velocity is slightly smaller than the liquid. However, particles with high 

velocities may entrain in low liquid velocity region; in these situations, the particle local 

velocities may become slightly larger than the liquid phase.  

 

      Figures 3-6 and 3-7, respectively, show average volume fractions of the bubbles and 

particles along the column height.   Here, a and b, respectively, refer to the time period 5-

20 s and 20-30 s.   As expected, comparison of Figure 3-6a and 3-6b indicates that the 

bubble volume fraction increases with time. The reason is that with the   evolution  of  the  

0.5 m/s 
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            (a) 1s                     (b) 9s                          (c) 22s                           (d) 30s       
    
Figure 3-5.  Computed snapshots of the particle velocities of the gas-liquid-particle three-

phase flow under normal gravity.  Superficial gas velocity, sU   = 0.25 mm/s, initial 

bubble size, bd  = 1.0 mm, particle size, pd = 0.25 mm. 

 
flow, the developed S-shape plume contains much more bubbles. Besides, the separated 

bubbles also make some contributions to the increase of the bubble volume fraction.   

Figure 3-6 also shows that, along the height of column, bubble volume fraction at the 

bottom are highest, it decreases from the bottom and reaches to its minimum value at 

about the two-third height of the column, and then increases toward the column top.  This 

trend may be explained by variation of bubble upward velocity in the column.  As seen 

from Figure 3-3c and 3-3d, bubble upward velocities increase along the column, attain its 

maximum at about two-third of the column height, and then decrease along the column 

height toward the free surface. A larger bubble upward velocity implies a shorter 

residence time, and leads to lower bubble volume fraction.  Another reason for the 

observed bubble volume fraction profile could be the result of the presence of staggered 

vortices in the column.  

0.5 m/s 
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 Figure 3-7 shows the variation of the particle volume fraction in the column.  For 

the time duration of 5-20 s, Figure 3-7a shows that the particle concentration is rough 

constant except for a relative high peak near the bottom of the column.  As seen form 

Figures 3-4a and 3-4b, at the initial state of flow development, the liquid velocity near the 

bottom of the column is not very large.  The particles are transported by the downward 

liquid velocities and collide with the bottom wall of the column. These particles lose their 

momentum and stay near the wall.  As a result, the particle volume fraction in the region 

near the bottom wall is high.   However, with the further development of the flow, the 

horizontal liquid velocities near the bottom wall become sufficiently high and move the 

near wall particles to the central part of the column.  The particles are then captured by 

the upward flow generated by the bubble plume.   As result for the 20-30 s time period 

the high particle volume fraction in the region near the bottom will disappears and Figure 

3-7b shows a roughly uniform particle volume fraction along the column height.  

             

(a)                                                                       (b) 

Figure 3-6.  Average volume fraction of the bubbles along the column height during gas-

liquid-particle three-phase flows under normal gravity.   Superficial gas velocity, sU = 

0.25 mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm.    (a) Averaged 

over 5-20s      (b) Averaged over 20-30s 

 

      Figures 3-8a and 3-8b, respectively, show the average Sauter mean diameter of the 

bubbles along the column height for time periods of 5-20 s and 20-30 s. These figures 
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indicate that the bubble diameter increases with the column height and the evolution of 

the flow. Clearly, the longer the bubbles stay, the higher the possibility    they   collide  to 

              

                                  (a)                                                                     (b) 

Figure 3-7.  Average volume fraction of the particles along the column height during gas-

liquid-particle three-phase flow under normal gravity.   Superficial gas velocity, sU = 

0.25 mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm.  (a) Averaged 

over 5-20s   (b) Averaged over 20-30s 

             

                                 (a)                                                                       (b) 

Figure 3-8.  Average Sauter mean diameter of the bubbles along the column height in the 

gas-liquid-particle three-phase flow under normal gravity. Superficial gas velocity sU  = 
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0.25 mm/s, initial bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) Averaged over 

5-20s.   (b) Averaged over 20-30s. 

            

                               (a)                                                                        (b) 

Figure 3-9.  Average bubble size distribution during the gas-liquid-particle three-phase 

flow under normal gravity in the entire column. Superficial gas velocity, sU  = 0.25 

mm/s, initial bubble size, bd = 1.0mm, particle size pd = 0.25 mm. (a) Averaged over 5-

20s.   (b) Averaged over 20-30s.   

 
each other and coalesce. So bubble diameter increases along the column height due to 

more bubble coalescence. The reason that the bubble diameter increases with the 

evolution of the flow is not only because that the developed S-shape plume keeps bubbles 

travel longer, therefore increase the chance of the bubble-bubble collisions and 

coalescences, but also because that the developed strong moving vortices will result in 

the strong disturbance and mixing of the bubbles, which will further result in more 

bubble-bubble collisions and coalescences.   

 

      Figures 3-9a and 3-9b show average bubble size distribution in the entire column 

from 5-20 s and 20-30 s, respectively.  These figures show that the 1-2 mm bubbles have 

the largest number density and the number density decreases as the size increases.   As 

noted before, the initial bubble diameter is 1mm, and due to bubble coalescence larger 

size bubbles are formed.  Comparison of Figures 3-9a and 3-9b indicates that with the 
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time development of the flow, the number density of small bubbles decreases and the 

number density of large bubbles increases.  

  
 

                                                     

                      (a) 5s                       (b) 10s                    (c) 15s                     (d) 20s 
 

Figure 3-10.  Computed flow structure of the gas-liquid-particle three-phase flows 

in zero-gravity.  Superficial gas velocity sU   = 0.25 mm/s, initial bubble size, 

 bd =1.0 mm, particle size, pd = 0.25 mm. 

        

3.3.2 Development of Transient Flow Structures under Zero gravity Condition 

      Characteristics of the three-phase liquid-gas-solid flows under zero-gravity condition 

are studied in this section.  The hydrodynamic parameters used in the simulation are 

listed in Table 3-1 (case 2).  Figure 3-10 shows the snapshots of the model predictions for 

the liquid stream traces, and the locations of bubbles and particles at time of 5, 10, 15 and 

20 s after initiation of the flow.  Figures 3-11, 3-12 and 3-13, respectively, show the 

corresponding bubble velocities, liquid velocities and particle velocities. The transient 

characteristics and the development of the three-phase flow are clearly shown in these 

Bubbles Particles 

Liquid 
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figures.  In the absence of gravity, there is no buoyancy force acting on the bubbles or the 

particles. Bubble motions are then due to the bubble initial injection momentum, bubble-

bubble collisions, bubble-particle collisions, and liquid drag.  Thus, compared to the flow 

with normal gravity, bubbles move very slowly in the column under zero-gravity 

condition. 

                                                                                                                   

                     

               (a) 5s                  (b) 10s                (c) 15s                         (d) 20s     
 

Figure 3-11.  Computed snapshots of the bubble velocities of the gas-liquid-particle three 

phase flows in zero-gravity.  Superficial gas velocity, sU   = 0.25 mm/s, initial bubble 

size, bd =1.0mm, particle size, pd = 0.25mm. 

 
      Unlike the case for normal gravity, Figure 3-10a shows that bubbles do not rise 

rectilinearly under zero-gravity condition.  When bubbles enter the column, they quickly 

lose their initial momentum due to the liquid drag, and then accumulate at the bottom of 

the column due to lack of buoyancy force.  After certain time when sufficient number of 

bubbles is accumulated, they begin to rise due to bubble-bubble collision and liquid 

0.5 m/s 
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motion.  Figures 3-11a and 3-12a show that the movements of the bubble clusters are 

along the liquid vertical path.  Figures 3-10a and 3-13a show that particles are pushed 

away when the bubble clusters are raised.  Figures 3-10b and 3-10c show significant 

increase of the liquid level in the column with time, which is the result of accumulation 

of large number bubbles in the column in zero-gravity condition.   Figures 3-10b,  3-11b, 

and 3-12b show a plug flow behavior in the bubble column with the liquid above the 

bubble clusters moving with a roughly uniform velocity.  When the bubble plume reaches 

the free surface, Figures 3-10d, 3-11d and 3-12d show that a large vortex is formed in the 

column.  Figures 3-10 and 3-13 also show that particles are mainly located outside the 

bubble plume, with only a few particles retained inside the plume. 

 
                           

                       

             (a) 5s                          (b) 10s                (c) 15s                        (d) 20s 
           
Figure 3-12.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow in zero-gravity.  Superficial gas velocity, sU   = 0.25mm/s, initial bubble size 

bd   = 1.0mm, particle size, pd = 0.25mm. 

0.5 m/s 
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      Comparison of Figures 3-11, 3-12 and 3-13 indicates that, except for the startup when 

the bubble upward velocities are much larger than both liquid and particle velocities, the 

velocities of bubbles, liquid and particles are of the same order under the zero-gravity 

condition, especially at the top of the column. At the bottom of the column, bubbles push 

the liquid and liquid transports the particles, so the bubble velocity is somewhat larger, 

and the particle velocity is a slightly smaller.  

                                       

               (a) 5s                       (b) 10s                   (c) 15s                       (d) 20s       
    
Figure 3-13.  Computed snapshots of the particle velocities of the gas-liquid-particle 

three-phase flow in zero-gravity. Superficial gas velocity, sU   = 0.25 mm/s, initial bubble 

size bd   = 1.0 mm, particle size pd = 0.25 mm. 

 
 Comparing Figures 3-10, 3-11, 3-12 and 3-13, respectively, with Figures 3-2, 3-3, 

3-4 and 3-5 for the normal gravity, shows the significant effect of gravity on the three-

phase flow characteristics in the column.  Clearly bubble rising velocity are very low due 

to the lack of buoyancy force.  Also because of bubble accumulation in the column, 

liquid level in the column at zero-gravity is much higher than that of flow with normal 

0.5 m/s 
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gravity. In addition, most particles are located outside the bubble plume, as a result, the 

mixing of different phases are much less when compared with that for flow with normal 

gravity.  Thus, the interactions among the different phases are significantly reduced in 

zero-gravity condition.  Compared to Figures 3-4 and 3-5, Figures 3-12 and 3-13 show 

that both liquid and particle velocities are smaller than those of the flow with normal 

gravity.  In summary, compared with the flow in normal gravity, flow in zero-gravity has 

low phase velocity and phase mixing.  

 

 Figures 3-14 and 3-15, respective, show the average volume fractions of bubbles 

and particles along the column height during three-phase flows under zero-gravity 

condition.  Here a and b, respectively, refer to the time averaging periods from 5 to 20 s 

and 18 to 21 s. The latter period refers to the duration that bubbles have reached the free 

surface. As seen from Figure 3-14a, due to the absence of buoyancy force, most bubbles 

are concentrated at the bottom of the column near the gas injection region. With the 

development of the flow, more new bubbles are injected into the bottom of the column; 

these new bubbles increase the liquid velocity and cause the earlier injected bubbles to 

move toward the top of the column. As a result, bubble volume fraction in the column 

increases with time, as seen in Figure 3-14.   

              

(a)               (b) 

Figure 3-14.  Average volume fraction of the bubbles along the column height in the gas-

liquid-particle three-phase flow in zero-gravity.   Superficial gas velocity sU = 0.25 
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mm/s, initial bubble size bd = 1.0 mm, particle size pd = 0.25 mm. (a) Averaged over 5-

20s.   (b) Averaged over 18-21s. 

 

              
                             
                                   (a)                                                                         (b) 

Figure 3-15.  Average volume fraction of the particles along the column height in the gas-

liquid-particle three-phase flow in zero-gravity.   Superficial gas velocity sU = 0.25 

mm/s, initial bubble size bd = 1.0 mm, particle size pd = 0.25 mm. a) Averaged over 5-

20s.   (b) Averaged over 18-21s. 

         
 
                                    (a)                                                                    (b) 

Figure 3-16.  Average Sauter mean diameter of the bubbles along the column height in 

the gas-liquid-particle three-phase flow in zero-gravity. Superficial gas velocity sU = 

0.25 mm/s, initial bubble size bd = 1.0mm, particle size pd = 0.25 mm. a) Averaged over  
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5-20s.   (b) Averaged over 18-21s. 

           
   

                              (a)                                                                         (b) 

Figure 3-17.  Bubble size distribution during gas-liquid-particle three-phase flows in 

zero-gravity in the entire column.  Superficial gas velocity, sU = 0.25 mm/s, initial 

bubble size bd = 1.0 mm, particle size pd = 0.25 mm. (a) Averaged over 5-20s.   (b) 

Averaged over 18-21s.   

 

 Figure 3-15a shows that most particles are concentrated in the middle part of the 

column.  The particle volume fraction is low at the lower and the upper parts of the 

column.  These low particle volume fractions are due to the gas injection in the lower part 

and the subsequent expansion of free surface in the upper part. When bubble plume 

reaches the free surface, as seen from Figure 3-15b, particle volume fraction increases 

along the height of the column.  Comparing Figures 3-15a and 3-15b shows that particle 

volume fraction at the lower part of the column decreases at the latter time, indicates that 

more particles are pushed away by the bubble injection.  The decrease of the maximum 

particle volume fraction in Figure 3-15b is the result of the rising level of liquid in the 

column.  

 

      Figures 3-16a and 3-16b show average Sauter diameter of the bubbles along the 

column height in the three-phase flow under zero-gravity condition, respectively, over 

time durations of 5-20 s and 18-21 s.  These figures indicate that the Sauter mean 
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diameter of the bubbles increases along the height of the column, and the Sauter mean 

diameter of the bubbles in Figure 3-16b is larger than that in Figure 3-16a, which means 

that the Sauter mean diameter of the bubbles are proportional to the residence time of the 

bubbles in the column.  The longer the bubbles residence time, the higher the possibility 

they collide with each other and coalesce.  So due to bubble coalescence, bubble diameter 

not only increases along the column height, but also increases with time.  But this is not 

the case for salt water. As mentioned in Chapter 2, Tsao and Koch (1994) pointed out that 

with presence of salts, the coalescence rate decreases significantly due to decreased 

critical Weber number. When two bubbles collide, it is more likely that they bounce back 

than coalesce even in microgravity. 

  

      Figures 3-17a and 3-17b, respectively, show average bubble size distributions in the 

entire column averaged over time durations of 5-20 s and 18-21 s during three-phase 

flows under zero-gravity condition. As seen from Figure 3-17a, due to the lack of 

buoyancy force, the 1 mm bubbles accumulate at the bottom of the column near the 

injectors.  Thus, bubble-bubble collisions and coalescence increases, so that bubble sizes 

could become quite large.  It is seen that the number density of bubbles with diameter 

larger than 9 mm is the highest.  However, with the development of flow, more and more 

bubbles leave the bottom part and rise to the middle and top of the column, so the 

possibility of bubble-bubble collision and coalescence at the bottom become relatively 

low, thus the number density of large bubbles decreases and the number density of small 

bubbles increases, as show in Figure 3-17b.  Figure 3-17a and b show that bubbles with 

diameter of 1 mm have the second largest amplitude in the distribution.   

 

      Compared with Figure 3-6, Figure 3-14 shows that the bubble distribution in zero-

gravity is not as uniform as that in normal gravity.  Similar trends are also observed for 

particles as shown in Figure 3-7 and Figure 3-15.  These indicate again that the phase 

mixing in zero-gravity is not as effective as that in normal gravity.   Comparison of 

Figures 3-16 and 3-8 shows that bubbles in zero-gravity are much larger than those in 

normal gravity. Compared with Figure 3-9, Figure 3-17 shows that larger bubbles are the 

majority, while large bubbles indicate the decrease of the contact area between bubble 
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and liquid, so once more, we get the conclusion that the flow in zero-gravity has low 

phase mixing which may result in lower chemical reaction productivity.   

 

3.3.3 Effect of Bubble Size on Gas-Liquid-Particle Flow in Zero-gravity 

 

      To study the effect of bubble size on the flow characteristics in zero-gravity, the 

simulation was repeated with the inlet bubble diameter being increased to 3mm, and 

superficial velocity being increased to 6.75mm/s.  This will maintain the same number of 

bubble injection at the inlet.  Other simulation parameters are the same as listed in Table 

3-1 (case 3).  Figure 3-18a shows the flow structures at 6 s after   initiation   of  the  three-  

 

 

 
 

           
                      
 
                     (a) 6s                       (b) 6s                     (c) 6s                      (d) 6s 
             
Figure 3-18.  Computed flow structure and velocities of the gas-liquid-particle three-

phase flow in zero-gravity.  Superficial gas velocity sU  = 6.75 mm/s, initial bubble size 

bd  = 3.0 mm, particle size, pd = 0.25 mm. 

Bubbles 

Particles Liquid 0.5 m/s 
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phase flow.  Figures 3-18b, c and d, respectively, show the corresponding velocities of 

bubbles, liquid, and particles. 

  

     Compared to Figures 3-10a and 3-11a, Figures 3-18a and 3-18b show that larger 

bubbles have larger velocities for fixed number of injections; thus, bubble plume evolves 

faster than that with smaller inlet bubbles. Comparisons of Figure 3-12a and Figure 3-

18c, as well as Figure 3-13a and Figure 3-18d, indicate that both liquid and particle 

velocity with larger inlet bubbles are higher than that with smaller inlet bubbles. The 

observed trends can be explained by bubble inertia and the momentum transferred among 

the three phases. Since the number of injected bubble are fixed, larger bubbles implies 

larger superficial velocity, which indicates that in the same time period more bubble 

momentum are introduced into the column and transferred to liquid and particle phases.  

Therefore, the liquid and particle velocities in the column are higher than those with 

smaller injected bubbles. 

   

 
 
Figure 3-19.  The variation of G-jitter acceleration with time from STS 51 data. 

 2sm  

 Time (s) 
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3.3.4 Effect of G-jitter Acceleration on Gas-Liquid-Particle Flow in Zero-gravity 

      To study the effect of G-jitter acceleration on the gas-liquid-particle three flow 

characteristics in zero-gravity, a simulation was performed under G-jitter acceleration 

from STS-51 Data by substituting G-jitter acceleration in all the three phases for normal 

gravity. The simulation parameters are listed in case 4 of Table 3-1. Figure 3-19 shows 

the variation of G-jitter acceleration with time from STS-51 data. It can be seen from 

Figure 3-19 that G-jitter acceleration is very small compared to the normal gravity. 

Figure 3-20a shows the flow structures at 6 s after initiation of the three-phase flow under 

G-jitter acceleration.  Figures 3-20b, c and d, respectively, show the corresponding 

velocities of bubbles, liquid, and particles. Comparison between Figures 3-20 and 3-19 

indicates the differences are small, which means the effect of G-jitter acceleration on the 

gas-liquid-particle three flows is small. 

 

3.4. CONCLUSIONS 

      In this study, an Eulerian-Lagrangian computational model for simulations of gas-

liquid-solid flows in microgravity is presented. The two-way coupling between bubble-

liquid and particle-liquid are accounted for in the analysis.  Interactions between particle-

particle and bubble-bubble are included using the hard sphere model approach, and the 

bubble coalescence is also included in the model.  The transient characteristics of three-

phase flows in zero-gravity and microgravity are studied and the effects of gravity, 

bubble size and G-jitter acceleration on the characteristics of the flow are discussed. On 

the basis of the presented results, the following conclusions are drawn: 
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                    (a) 6s                      (b) 6s                    (c) 6s                      (d) 6s 

             

Figure 3-20.  Computed flow structure of the gas-liquid-particle three-phase flow in zero-

gravity with G-jitter.  Superficial gas velocity sU  = 6.75 mm/s, initial bubble size bd = 

3.0 mm, particle size, pd = 0.25 mm. 

 
1. Gravity has magnificent influence on the transient characteristics of the flow in the 

bubble column. The three-phase flow in the bubble column with normal gravity are 

dominated by time-dependent staggered vortices, while in the flow without gravity, 

The sources for bubble motion are mainly bubble initial momentum, bubble-bubble 

collision and liquid transportation. Thus bubbles accumulate at the bottom of the 

column and move very slowly, and liquid level is much higher than that of the flow 

with normal gravity. 

Bubbles 

Particles Liquid 
0.5 m/s 



www.manaraa.com

 64 

2. Particles are mainly located outside the bubble plume, only a few particles are 

retained inside the bubble plume. The flow in zero-gravity has low phase velocities 

and phase mixing.  

3. The velocities of bubbles, liquid and particles are in the same order. 

4. After bubble plume reaches the surface, particle volume fraction increases along the 

height of the column. 

5. The Sauter mean diameter of the bubbles are proportional to the time the bubbles 

stay, bubble diameter not only increases along the column height, but also increases 

with time.  

6. Due to more bubble-bubble collision and coalescence, bubbles can become very 

large, bubbles with diameter larger than 9 mm own largest quota in bubble size 

distribution in the whole column. 

7. Bubble size has major effect on the flow. Larger bubbles have larger velocities, thus 

bubble plume evolves faster than that with smaller bubbles. 

8. The effect of G-jitter acceleration on the gas-liquid-particle three flows is small.  
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CHAPTER 4. NUMERICAL SIMULATIONS OF LIQUID-GAS-
SOLID THREE-PHASE FLOWS IN GRAVITY 
VARIATION 

 

4.1 INTRODUCTION     

     Up to now,  the effects of gravity variation on the characteristics of the three-phase 

flows are not well understood, which plays a key role on  air revitalization and air 

purification devices critical to NASA’s plan for long duration human space travel.  In this 

chapter the earlier developed computational model was used and a sample case with 

normal gravity was also analyzed first, then the influences of the gravity variation on 

operation of the column were analyzed.  

 

4.2 GOVERNING EQUATIONS AND MODELS 

      The detailed information on governing equations and model assumptions are 

described in Chapter 2. Bubble coalescence is accounted by assuming that two bubbles 

coalesce upon impact when the Weber number is less than 0.14, while they bounce for 

larger Weber numbers. Particles rising to the top surface of the liquid are treated in the 

analysis by assuming the particles always go through the free surface when Particle-free 

surface collision occurs. The particle environment fluid property parameters are then 

changed from liquid to gas parameters until the particles reenter the liquid due to gravity, 

which means that use gas parameters to calculate the forces exerted on the particles, but 

these forces are not coupled back to the free surface. Bubble-wall and particle-wall 

collisions were included in the model using a hard sphere collision model revised from 

the model developed by Hoomans et al. (1996) as described by equations (2-15)-(2-21), 

with am equals to infinite.  A restitution coefficient of 0.5 was used for both bubble-wall 

collision and particle-wall collision, while friction coefficients of 0.02 and 0.1 were 

assumed for bubble-wall collision and particle-wall collision, respectively. The column 

used here is same as the one used in Chapter 3 (Figure 3-1). The initial liquid level was 

assumed to be 55cm high, while the gravity was varied for different cases as shown in 

Table 4-1. The hydrodynamic properties of the dispersed phases were also summarized in 
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Table 4-1. The study was focused on the comparison of the three-phase flows in the 

bubble column under 0.5g, 2g and normal gravity conditions. 

 
                               Table 4-1. Hydrodynamic parameters for different cases 

Case 

number 

Bubble 

diameter  

mm 

Superficial 

gas velocity 

 mm/s 

Bubble 

density  

kg/m 3  

Particle 

diameter 

mm 

Particle 

density 

kg/m 3  

Gravity 
 
 
 
m/s 2  

    1     1.0          0.25     1.29      0.25     1000    -9.8 

    2     1.0          0.25        1.29      0.25     1000    -19.6 

    3     1.0          0.25     1.29      0.25     1000    -4.9 

 

4.3 RESULTS AND DISCUSSION: 

4.3.1 Development of Transient Flow Structures with Normal Gravity 

      To evaluate the effect of the gravity variation on the three-phase flow characteristics, 

a sample reference case with normal gravity is studied first. The hydrodynamic 

parameters for the simulation are listed in Table 4-1 (case 1).  Figure 4-1 shows the 

snapshots of the predictions for the liquid stream traces, and the locations of bubbles and 

particles at time of 1, 8, 17 and 25 s after initiation of the flow. The small dots in Figure 

4-1 show the liquid phase stream traces, while the small circles and the large circles 

show, respectively, the positions of the particles and bubbles. Figures 4-2, 4-3 and 4-4, 

respectively, show the corresponding velocities of bubbles, liquid and particles. The 

transient flow features are clearly described by these figures.  Figure 4-1a, 4-1b and 4-1c 

show that bubble plume rises rectilinearly along the centerline of the column, which 

generates two vortices behind the plume head, as seen in Figure 4-3a, 4-3b and 4-3c, 

these vortices are almost symmetric, but with the evolution of the flow, the vortices 

become non-symmetric, eventually staggered vortical flows are formed, as shown by 

Figure 4-3d.  Affected by these staggered vortices, the bubble plume changes its pattern 

to S-shape as seen in Figure 4-1d. With the upward pushing of the bubble plumes, the 

moving    of     these    staggered  vortices  results  in  the  oscillation of the bubble plume. 
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                     (a) 1s                       (b) 8s                     (c) 17s                  (d) 25s 
             
Figure 4-1. Computed flow structure of the gas-liquid-particle three-phase flow in normal 

gravity. Superficial gas velocity sU   = 0.25mm/s, initial bubble size bd   = 1.0 mm, 

particle size pd = 0.25 mm. 

 

Comparison of Figure 4-1 and Figure 4-3 shows that the evolution of the three-phase 

flow in the column is under the control of these time-dependent staggered vortices,  the 

expand of the bubble plume on the top of the column and the shrink on the bottom is also 

a result of the vortices. 

       Figure 4-2b, 4-2c and 4-2d show the variation of bubble upward velocities along the 

column height. Bubble-bubble coalescences increase bubble size and buoyancy force, 

affected by the buoyancy force and liquid velocity, bubble upward velocities increase 

along the column height, attain the maximum at about 0.45m at 8s, 0.3m at 17s and 

0.25m at 25s, respectively, then decrease along the column height because of the 

increasing liquid drag resulted from the low liquid upward velocity at the free surface  

region. Comparison of Figure 4-2b, 4-2c and 4-2d indicates that bubble maximum 

upward  velocities   increase   with    the time,   while   in   other region of the column the 

Bubbles Particles Liquid 
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                  (a) 1s                        (b) 8s                     (c) 17s                         (d) 25s     
 
Figure 4-2.  Computed snapshots of the bubble velocities of the gas-liquid-particle three-

phase flow in normal gravity.  Superficial gas velocity 

sU   = 0.25 mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm. 

 

variation of bubble upward velocities with time is not as large as the increase of the 

maximum  value,  as a result, the differences of the bubble upward velocities along the 

column height increase with time, which may result in more bubble-bubble collision and 

coalescence.  

 

      Similarly, Figure 4-3 and Figure 4-4 show that the liquid and particle upward 

velocities increase along the column height, attain the maximum at about 0.4m at 8s, 

0.25m at 17s and 0.2m at 25s, respectively, then decrease along the column height, these 

maximum upward velocities and the differences of these upward velocities along the 

column   height  increase with time thus there are more particle-particle collision with the 

 

0.5 m/s 
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                     (a) 1s                        (b) 8s                   (c) 17s                     (d) 25s 
 
Figure 4-3.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow in normal gravity.  Superficial gas velocity 

sU   = 0.25 mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm. 

 

development of the flow. Figure 4-3 also implies that because of the liquid velocity 

distribution, the collision mode for discrete-phases is different in the top and low part of 

the column. Due to the effect of liquid vortices, bubbles and particles in the low part of 

the column are pushed toward the centerline, which will result in horizontal bubble-

bubble and particle-particle collisions. In this region, particles and bubbles are in the 

acceleration process, particles or bubbles behind can not easily catch up those above 

them, so longitudinal collisions are scarce. While in the top part of the column, the liquid 

velocity will push the bubbles and particles toward the side wall of the column, so 

horizontal collisions are scarce. However, particles and bubbles in this region are in the 

deceleration process, so longitudinal collisions will play the major role. As for the 

bubble-particles collisions, because bubble upward velocities are in general larger than 

particle velocities, longitudinal collisions can happen along the full column height. 

0.5 m/s 
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                       (a) 1s                         (b) 8s                     (c) 17s                       (d) 25s       
    
Figure 4-4.  Computed snapshots of the particle velocities of the gas-liquid-particle three-

phase flow in normal gravity.  Superficial gas velocity 

sU   = 0.25 mm/s, initial bubble size bd  = 1.0 mm, particle size pd = 0.25 mm. 

       

 
      With the evolution of the flow, the developed vortices not only result in the S-shape 

plume which keeps bubbles travel longer, therefore increase the chance of the bubble-

bubble collisions and coalescences, but also result in the strong disturbance and mixing of 

the bubbles, which will further result in more bubble-bubble collisions coalescences.  

 
      The location difference between the maximum upward velocities of bubbles and 

those of liquid and particles implies a relaxation effect of the driving of bubbles to the 

liquid and particles. 

 

       Comparison of Figures 4-1, 4-3 and 4-4 indicates that due to the centrifugal force, 

particles are pushed away from the center of the vortices  and concentrated in the region 

0.5 m/s 
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outside the large vortices. Some particles are retained inside these staggered vortices, 

partly because of particle-particle collisions.    

  

      Figure 4-1d and Figure 4-2d reveals that a number of bubbles are captured by the 

staggered vortices and move with these vortices.  In general, due to the centrifugal force, 

these captured bubbles are located at certain distance from the center of the vortices. 

Similarly, Figures 4-1, 4-3 and 4-4 also show that some particles are captured by the 

vortices and are carried around by the time-dependent circulating motions.  Comparison 

of Figures 4-2, 4-3 and 4-4 shows the upward velocities of the bubble plume are much 

larger than both particle and liquid velocities, but downward velocities of the captured 

bubbles are smaller than the other phase velocities. The reason is that bubble upward 

buoyancy is the main driving force for the flow, so bubble upward velocities are much 

larger than both particle and liquid velocities. As for downward velocities of the captured 

bubbles, bubbles are pushed downward by liquid velocity, while the bubble buoyancy 

force is always upward, thus the bubble can not follow the liquid closely, therefore the 

bubble velocities are smaller then both particle and liquid velocities.   

  

      Figures 4-3 and 4-4 show that velocities of particles and liquid are in the same order, 

and their maximum upward velocities are in the same location. However, because 

particles are neutrally buoyant and are generally transported by the liquid, particle 

velocity is generally slightly smaller than the liquid velocities, but when particles with 

high velocities entrain in low liquid velocity region, the particle local velocities may 

become slightly larger than the liquid phase. 
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(a)                                                                       (b) 

Figure 4-5.  Average volume fraction of the bubbles along the column height in the gas-

liquid-particle three-phase flow in normal gravity.   Superficial gas velocity sU   = 0.25 

mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figures 4-5 and 4-6 show average volume fractions of the bubbles and particles along 

the column height, respectively, where (a) and (b) refer the time period from 5-15 s and 

16-26 s, respectively.  Figures 4-5a and 4-5b indicate that the highest bubble volume 

fraction is located at the bottom of the column; generally, it decreases along the height of 

column, attains the minimum at 0.4m and 0.25m, respectively, then increases along the 

height. These phenomena can be explained by two effects. First of all, as mentioned 

above, along the center line of the column, bubble upward velocities increase with the 

height of the column, reaching their maximum values at the height of about 0.4m and 

0.25m, respectively, for different time duration. While maximum bubble velocities mean 

shortest bubble duration time and lowest bubble volume fraction. Secondly, as above 

mentioned, due to the liquid vortices, bubble plume shrinks in the middle of the column, 

and expands at the top of the column. So there are more spaces in the top for bubbles to 

stay, thus the average volume fraction of the bubbles can be higher in those regions.  

Comparison of Figure 4-5a and 4-5b shows that the bubble volume fraction increases 

with time, this is the result of S-shaped bubble plume and separate bubbles, which make 

the column contain more bubbles in the late development. 
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                                  (a)                                                                     (b) 

Figure 4-6.  Average volume fraction of the particles along the column height in the gas-

liquid-particle three-phase flow in normal gravity.   Superficial gas velocity sU   = 0.25 

mm/s, initial bubble size bd   = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figure 4-6a shows that particle volume fraction are very high at the bottom of the 

column. This can be explained by the distribution and evolution of the liquid velocities at 

the bottom. At the early development of the flow, liquid velocity is small, most particles 

are under the control of the downward liquid velocities, when the liquid with downward 

velocities push the particles to collide with the bottom wall, these particles will loss 

certain momentum and stay at the bottom, only particles near the narrow center region 

can rise up with the upward liquid. So particle volume fraction at the bottom wall is very 

high. However, with the evolution of the flow, liquid velocities increase. When the liquid 

vortices are very strong and horizontal liquid velocities in the bottom wall are big enough 

to push the near wall particle to the center and move them upwards with the bubble 

plume, high particle volume fraction at the bottom will not exist and particle volume 

fraction along the column height will become even, as shown by Figure 4-6b. 
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                                 (a)                                                                       (b) 
Figure 4-7.  Average Sauter mean diameter of the bubbles along the column height in the 

gas-liquid-particle three-phase flow in normal gravity. Superficial gas velocity sU  = 0.25 

mm/s, initial bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figures 4-7a and 4-7b show average Sauter mean diameter of the bubbles along the 

column height from 5-15 s and 16-25 s, respectively. Because bubble-bubble coalescence 

will result in the increase of the bubble diameter, and the coalescence chance is 

proportional to the duration time of the bubbles, so bubble diameter increases with the 

column height, as seen from Figures4-7a and 4-7b. Comparison of Figures 4-7a and 4-7b 

show that bubble diameter increases with the evolution of the flow, due to more bubble 

coalescence. The dramatic increase of the bubble size at the free surface region in Figure 

4-7a is the result of the rising  free surface. At this region, due to bubble-bubble 

collisions, bubbles are larger, while there is no smaller bubble to balance those larger 

bubbles, so the average bubble size is lager.    
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                               (a)                                                                        (b) 

Figure 4-8.  Average bubble size distribution of the gas-liquid-particle three-phase flow 

in normal gravity in the entire column. Superficial gas velocity sU  = 0.25 mm/s, initial 

bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figures 4-8a and 4-8b show average bubble size distribution in the entire column 

from 5-15 s and 16-26 s, respectively. Though the bubble initial diameter is 1mm, due to 

bubble coalescence, bubbles between 1 and 2mm own largest quota. Comparison of 

Figures 4-8a and 4-8b shows that as mentioned above, with the evolution of the flow, 

there are more bubble coalescence, so the quota of small bubbles decreases and the quota 

of large bubbles increases.  

         

4.3.2 Development of Transient Flow Structures in 2g Gravity 

      To study the effect of larger gravity on the three-phase flow, the characteristics of 

three-phase liquid-gas-solid flows under 2g gravity are studied in this section.  The 

hydrodynamic parameters used in the simulation are listed in Table 4-1 (case 2).  Figure 

4-9 shows the snapshots of the model predictions for the liquid stream traces, and the 

locations of bubbles and particles at time of 1, 8, 17 and 25 s after the initiation of the 

flow. Figures 4-10, 4-11 and 4-12, respectively, show the corresponding velocities of 

bubbles, liquid and particles. These figures clearly demonstrated the transient 

characteristics and the evolution of the three-phase flow. In 2g gravity, the gravity force 

for all the three phases as well as the buoyancy force for both particles and bubbles is 

Bubble diameter (mm) Bubble diameter (mm) 
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twice of that in normal gravity condition. However, the liquid drag at the bubble is not 

related to the gravity, so compared to flow with normal gravity, bubbles can move faster 

in the column under 2g gravity condition. 

 

                                                     

                      (a) 1s                       (b) 8s                    (c) 17s                     (d) 25s 
 

Figure 4-9.  Computed flow structure of the gas-liquid-particle three-phase flow 

         in 2g gravity.  Superficial gas velocity sU   = 0.25 mm/s, initial bubble size bd  

          =1.0 mm, particle size pd = 0.25 mm. 

 

      Similar to the flow with normal gravity, Figures 4-9a, 4-9b, 4-10a and 4-10b show 

that bubble plume rises rectilinearly along the centerline of the column; the  vortices 

generated by the plume are almost symmetric at the early development of the flow, as 

seen in Figures 4-11a and 4-11b. But with the evolution of the flow, the vortices become 

non-symmetric as seen in Figure 4-11c, eventually staggered vortical flows are formed, 

as shown by Figure 4-11d, which changes the pattern of the bubble plume to S-shape as 

seen in Figure 4-9c, 4-9d, 4-10c and 4-10d, and the moving of these staggered vortices 

results in the oscillation of the bubble plume.  

Bubbles 

Particles Liquid 
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            (a) 1s                   (b) 8s                           (c) 17s                      (d) 25s     
 

Figure 4-10.  Computed snapshots of the bubble velocities of the gas-liquid-particle 

three-phase flow in 2g gravity .  Superficial gas velocity 

            sU   = 0.25 mm/s, initial bubble size bd =1.0mm, Particle size pd = 0.25mm.  

 

       Figure 4-10b, 4-10c and 4-10d show that the bubble upward velocities increase along 

the column height, attain the maximum at 0.45m, 0.5m and 0.45m, respectively, then 

decrease along the column height.  The bubble maximum upward velocities as well as the 

differences of the bubble upward velocities along the column height increase with time, 

which may result in more bubble-bubble collision and coalescence.  

      

      Similarly, Figure 4-11b, 4-11c, 4-11d and Figure 4-12b, 4-12c, 4-12d show that the 

liquid and particle upward velocities increase along the column height, for liquid, all 

attain the maximum at 0.45m,  for particles, at 0.45m, 0.4m, 0.4m respectively, then 

decrease along the column height. These maximum upward velocities and the differences 

0.5 m/s 
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of these upward velocities along the column height increase with time; therefore there are 

more particle-particle collisions with the development of the flow.  

  
                           

 

                   

             (a) 1s                    (b) 8s                                 (c) 17s                        (d) 25s 
           
Figure 4-11.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow in 2g gravity.  Superficial gas velocity 

sU   = 0.25mm/s, initial bubble size bd   = 1.0mm, particle size pd = 0.25mm. 

   

      The location difference between the maximum upward velocities of bubbles, particles 

and liquid indicates that the relaxation effects exist not only at the driving of bubbles to 

the liquid, but also at the liquid transportation to particles. 

 

      Comparison of Figures 4-9, 4-11 and 4-12 indicates that most particles are 

concentrated outside the large vortices.   Figures 4-11 and 4-12 show that velocities of 

particles and liquid are in the same order, with particle velocities being generally slightly 
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smaller than liquid velocity, but both are much smaller than bubble velocities shown in 

Figure 4-10. 

                                       

               (a) 1s                       (b) 8s                         (c) 17s                          (d) 25s       
    

Figure 4-12.  Computed snapshots of the particle velocities of the gas-liquid-particle 

three-phase flow in 2g gravity. Superficial gas velocity 

sU   = 0.25 mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm. 

 

      Compared with Figure 4-1a, Figure 4-9a shows higher bubble plume position, which 

means bubbles under 2g gravity have larger rising velocities. Besides, compared with 

Figure 4-2, Figure 4-10 shows larger bubble-rising velocities too, which is a result of 

increased bubble buoyancy force in the flow under 2g gravity. Because bubble motion are 

the source of the three-phase bubbly flow, larger bubble-rising velocities will result in 

larger liquid and particle velocities as shown in  Figures 4-11 and 4-12.   

 

     Compared with the rectilinear plume in Figure 4-1c, Figure 4-9c shows the bubble 

plume begins to oscillate at 17s, because of the effect of the non-symmetric liquid 

vortices as shown in Figure 4-11c, while in Figure 4-3c the liquid vortices are still 

0.5 m/s 
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symmetric, which means due to the larger bubble-rising velocities, compared with the 

flow in normal gravity, the flow under 2g gravity develops fast. 

 

       Compared with Figure 4-2, Figure 4-10 also shows that there are more bubbles 

existing in the flow, since inlet bubble density are same, more bubbles means small 

bubble diameter and low bubble-bubble coalescence rate. This could be the result of 

larger bubble-rising velocities. Because larger bubble-rising velocities imply larger 

bubble longitudinal distances, which will decrease the bubble-bubble collision and 

coalescence rate. Besides, larger bubble-rising velocities also imply strong liquid vortices 

as shown in Figure 4-11, as a result, compared with Figure 4-3, Figure 4-11 shows larger 

horizontal liquid velocities at the bottom of the column, which point to the center of the 

column and will result in larger bubble relative velocities and larger Web numbers when 

bubbles in the left and right collide with each other. Collisions with larger Web numbers 

mean more bounce-back of the bubbles and less coalescence. Therefore, the diameter of 

bubbles is smaller while the number is lager in flow under 2g gravity. 

 

      Compared to flow under normal gravity as shown in Figures 4-1 and 4-2, there is no 

separate bubbles seen in Figure 4-9 and Figure 4-10. This could be the result of larger 

bubble-rising velocities too. Because the separate bubbles are the result of the drag of the 

liquid vortices, while larger bubble-rising velocities means larger bubble momentum and 

inertia,  it is relatively difficult for liquid vortices to catch bubbles with large inertia from 

a strong bubble plume and forms separate bubbles.  

 

      Figures 4-13 and 4-14 show average volume fractions of the bubbles and particles 

along the column height under 2g gravity flow, respectively, where (a) and (b) refer the 

time period from 5-15 s and 16-26 s, respectively. Similar to the flow under normal 

gravity, Figures 4-13a and 4-13b show that the highest bubble volume fraction is located 

at the bottom of the column, it decreases along the height of column, attains the minimum 

at about 0.38m and 0.2m, respectively, then increases along the height; Comparison of 

Figure 4-13a and 4-13b shows that the bubble volume fraction increases with time; 

Figure 4-14a shows a high particle volume fraction at  the  bottom  of the  column, due to   
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(a)                                                                      (b) 

Figure 4-13.  Average volume fraction of the bubbles along the column height in the gas-

liquid-particle three-phase flow in 2g gravity.   Superficial gas velocity sU   = 0.25 mm/s, 

initial bubble size bd   = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

              
    
                             (a)                                                                         (b) 

Figure 4-14.  Average volume fraction of the particles along the column height in the gas-

liquid-particle three-phase flow in 2g gravity.   Superficial gas velocity sU   = 0.25 mm/s, 

initial bubble size bd   = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

the liquid downward velocities which push the particles to the bottom wall at the early 

development of the flow,  it disappears in Figure 4-14b as explained above. The small 

value at about 0.09m is the result of the multi-effect: particles are pushed up by liquid 
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with upward velocities which results in the second peak value at about 0.23m too; or 

particles are pushed down by that with downward velocities at the early development of 

the flow. The second small value at about  0.38m are the result of the high particle 

velocities in this region. However, all these features belong to the early development of 

the flow, which disappears in Figure 4-14b, because of the back and forth motion of the 

staggered vortices, which make the particle distribution uniform along the column height, 

like a revolving spoon mixing sugars within a cup of coffee. Compared with Figure 4-5, 

Figure 4-13 shows smaller value, due to higher bubble upward velocities under 2g 

gravity. Compared with Figure 4-6, Figure 4-14 shows similar shape, except that Figure 

4-14a is much more bumpy, due to higher phase velocities under 2g gravity. 

              
 
                                    (a)                                                                    (b) 

Figure 4-15.  Average sauter mean diameter of the bubbles along the column height in the 

gas-liquid-particle three-phase flow in 2g gravity. Superficial gas velocity sU  = 0.25 

mm/s, initial bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figures 4-15a and 4-15b show average Sauter mean diameter of the bubbles along the 

column height under 2g gravity flow, from 5-15 s and 16-25 s, respectively. As 

mentioned above, due to bubble-bubble coalescence, bubble diameter increases with the 

column height and the evolution of the flow. Compared with Figure 4-7, Figure 4-15 

shows much smaller value, due to less bubble-bubble coalescence under 2g gravity.   
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                                (a)                                                                         (b) 

Figure 4-16.  Average bubble size distribution of the gas-liquid-particle three-phase flow 

in 2g gravity in the entire column. Superficial gas velocity sU  = 0.25 mm/s, initial 

bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figures 4-16a and 4-16b show average bubble size distribution in the entire column 

under 2g gravity flow from 5-15 s and 16-26 s, respectively. Comparison of Figures 4-

16a and 4-16b shows that with the evolution of the flow, the quota of large bubbles with 

diameters of 3-7 mm increases due to bubble coalescence, which consumes the small 

bubbles with diameters of 1-3 mm.  However, unlike the flow under normal gravity, 

Figure 4-16 shows that 1mm bubbles own largest quota, because of less bubble-bubble 

coalescence under 2g gravity. Besides, the quota of 1 mm bubbles increases with the 

evolution of the flow. The reason is that the developed strong liquid vortices result in 

larger horizontal liquid velocities at the bottom of the column, as mentioned above, 

which will result in larger bubble relative velocities for bubble-bubble collisions and less 

coalescence. 

 

4.3.3 Development of Transient Flow Structures in 0.5g Gravity 

      To study the effect of smaller gravity on the three-phase flow, a study of the 

characteristics of three-phase liquid-gas-solid flows under 0.5g gravity is given in this 

section.  The hydrodynamic parameters used in the simulation are listed in Table 4-1 

(case 3).  Figure 4-17 shows the snapshots of the simulations for the liquid stream traces, 

   
   

 B
ub

bl
e 

si
ze

 d
is

tr
ib

ut
io

n 

   
   

 B
ub

bl
e 

si
ze

 d
is

tr
ib

ut
io

n 

Bubble diameter (mm) Bubble diameter (mm) 



www.manaraa.com

 84 

and the locations of bubbles and particles at time of 1, 8, 17 and 25 s after the initiation of 

the flow. Figures 4-18, 4-19 and 4-20, respectively, show the corresponding velocities of 

bubbles, liquid and particles. These figures clearly described the transient characteristics 

and the evolution of the three-phase flow. In 0.5g gravity, the gravity force for all the 

three phases as well as the buoyancy force for both particles and bubbles is half of that in 

normal gravity condition, so compared to flow with normal gravity, bubbles move slowly 

in the column under 0.5g gravity condition. 

 

                                                     

                      (a) 1s                       (b) 8s                    (c) 17s                     (d) 25s 
 

Figure 4-17.  Computed flow structure of the gas-liquid-particle three-phase flow 

         in 0.5g gravity.  Superficial gas velocity sU   = 0.25 mm/s, initial bubble size bd  

          =1.0 mm, particle size pd = 0.25 mm. 

 

      Similar to the flow with normal gravity, Figures 4-17, 4-18 and 4-19 show that at the 

17s, bubble plume rises rectilinearly along the centerline of the column; the vortices 

generated by the plume are almost symmetric, as seen in Figures 4-19a, 4-19b and 4-19c. 

However, with the evolution of the flow, the vortices become non-symmetric and 

Bubbles 
Particles 

Liquid 
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eventually staggered vortical flows are formed, as shown by Figure 4-19d, which changes 

the pattern of the bubble plume to S-shape as seen in Figure 4-17d, and the moving of 

these staggered vortices controls the oscillation of the bubble plume.  

                                                                                                                         

                     

            (a) 1s                   (b) 8s                           (c) 17s                      (d) 25s     
 

Figure 4-18.  Computed snapshots of the bubble velocities of the gas-liquid-particle three 

phase flow in 0.5g gravity .  Superficial gas velocity sU   = 0.25 mm/s, initial bubble size 

bd =1.0mm, Particle size pd = 0.25mm.  

 

     Figures 4-18, 4-19 and 4-20 show that the velocities of the bubbles, liquid and 

particles increase with the development of the flow. Besides, Figures 4-18 and 4-20 show 

that the maximum upward velocities of bubbles and particles as well as the differences of 

the bubble and particle upward velocities along the column height increase with the 

development of the flow too, which may implies more particle-particle and bubble-

bubble collision and bubble-bubble coalescence. 
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             (a) 1s                        (b) 8s                    (c) 17s                        (d) 25s 
           
Figure 4-19.  Computed snapshots of the liquid velocities of the gas-liquid-particle three-

phase flow in 0.5g gravity.  Superficial gas velocity 

sU   = 0.25mm/s, initial bubble size bd   = 1.0mm, particle size pd = 0.25mm. 

 

       Figure 4-18b, 4-18c and 4-18d show that the bubble upward velocities increase along 

the column height, attain the maximum at 0.35m, 0.15m and 0.1m, respectively, then 

decrease along the column height. Figures 4-17d and 4-18d show many separate bubbles, 

moving with liquid vortices.   

      

      Similarly, Figure 4-19b, 4-19c, 4-19d and Figure 4-20b, 4-20c, 4-20d show that the 

liquid and particle upward velocities increase along the column height, for liquid, attain 

the maximum at 0.35m, 0.4m and 0.1m respectively; for articles, at 0.35m, 0.4m and 

0.15m respectively, then decrease along the column height.  
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               (a) 1s                       (b) 8s                        (c) 17s                        (d) 25s       
    

Figure 4-20.  Computed snapshots of the particle velocities of the gas-liquid-particle 

three-phase flow in 0.5g gravity. Superficial gas velocity 

sU   = 0.25 mm/s, initial bubble size bd   = 1.0 mm, particle size pd = 0.25 mm. 

 

     The obviously locations difference between the maximum upward velocities of 

bubbles, particles and liquid indicate once more that the relaxation effects exist at both 

the driving of bubbles to the liquid and the liquid transportation to particles. 

 

      Comparison of Figures 4-17, 4-19 and 4-20 indicates that most particles are 

concentrated outside the large vortices.   Figures 4-19 and 4-11 show that velocities of 

particles and liquid are in the same order, while particle velocities are generally slightly 

smaller than liquid velocity, but both are smaller than bubble velocities shown in Figure 

4-18. 

 

      Compared with Figure 4-1a, Figure 4-17a shows lower bubble plume position, which 

means bubbles under 0.5g gravity have smaller rising velocities, as can be seen by 

comparison of Figure 4-18 with Figure 4-2, due to decreased bubble buoyancy force. 
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Because bubble motion are the source of the three-phase bubbly flow, smaller bubble-

rising velocities will result in smaller liquid and particle velocities as shown in  Figures 

4-19 and 4-20. Therefore, compared with flow under normal gravity, flow under 0.5g  

gravity develops slowly.   

 

       Compared with Figure 4-2, Figure 4-18 shows less bubbles in the flow, at the 

condition of same inlet bubble density, less bubbles means larger bubble diameter and 

higher bubble-bubble coalescence rate. This could be explained by the smaller bubble-

rising velocities. Under 0.5g gravity, smaller bubble-rising velocities imply smaller 

bubble longitudinal distances, while will increase the bubble-bubble collision and 

coalescence rate. Besides, smaller bubble-rising velocities also mean weak liquid vortices 

as shown in Figure 4-19, as a result, compared with Figure 4-3, Figure 4-19 shows 

smaller horizontal liquid velocities at the bottom of the column, which point to the center 

of the column and will result in smaller bubble relative velocities and smaller Web 

numbers when bubbles in the left and right collide with each other. Collisions with 

smaller Web numbers mean less bounce-back of the bubbles and more coalescence. Thus, 

the diameter of bubbles is larger while the number is smaller in flow under 0.5g gravity. 

 

      Compared to flow under normal gravity as shown in Figures 4-1 and 4-2, there are 

more separate bubbles seen in Figure 4-17 and Figure 4-18. This could be explained by 

the smaller bubble-rising velocities too. Because smaller bubble-rising velocities mean 

smaller bubble momentum and inertia, it is much more easy for liquid vortices to catch 

bubbles from the bubble plume with smaller inertia and forms separate bubbles.  

 

      Figures 4-21 and 4-22 show average volume fractions of the bubbles and particles 

along the column height under 0.5g gravity flow, respectively, where (a) and (b) refer the 

time period from 5-15 s and 16-26 s, respectively. Similar to the flow under normal 

gravity, Figures 4-21a and 4-21b show that the highest bubble volume fraction is located 

at the bottom of the column, it decreases along the height of column, attains the minimum 

at about 0.4m and 0.28m, respectively, where correspondingly to the maximum bubble 

velocities, then increases along the height; Comparison of Figure 4-21a and 4-21b  shows 
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(a)                                                                        (b) 

Figure 4-21.  Average volume fraction of the bubbles along the column height in the gas-

liquid-particle three-phase flow in 0.5g gravity.   Superficial gas velocity sU   = 0.25 

mm/s, initial bubble size bd   = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

              
   
                              (a)                                                                         (b) 

Figure 4-22.  Average volume fraction of the particles along the column height in the gas-

liquid-particle three-phase flow in 0.5g gravity.   Superficial gas velocity sU   = 0.25 

mm/s, initial bubble size bd   = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

 that the bubble volume fraction increases with the evolution of the flow; Figure 4-22a 

shows a high particle volume fraction at the bottom of the column, due to  the liquid 

downward velocities at the early development of the flow,  it disappears in Figure 4-22b 
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as explained above. Figure 4-22b shows a small value at the top of the column, which 

could be the effect of the uneven free surface, generated by the disturbing of large 

bubbles and staggered liquid vortices. When the free surface is slant, the average volume 

fractions of particles will decrease. Compared with Figure 4-5, Figure 4-21 shows much 

larger value, due to smaller bubble upward velocities under 0.5g gravity. Compared with 

Figure 4-6, Figure 4-22 shows similar shape, Figure 4-22b shows a decreased value at the 

free surface region, as mentioned above, due to disturbing of large bubbles and liquid 

vortices under 0.5g gravity. 

      
 
                                    (a)                                                                    (b) 

Figure 4-23.  Average sauter mean diameter of the bubbles along the column height in the 

gas-liquid-particle three-phase flow in 0.5g gravity. Superficial gas velocity sU  = 0.25 

mm/s, initial bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

 

      Figures 4-23a and 4-23b show average Sauter mean diameter of the bubbles along the 

column height under 0.5g gravity flow, from 5-15 s and 16-25 s, respectively. As 

mentioned above, due to bubble-bubble coalescence, bubble diameter increases with the 

column height and the development of the flow. Compared with Figure 4-7, Figure 4-23 

shows much larger value, due to more bubble-bubble coalescence under 0.5g gravity.   

 

      Figures 4-24a and 4-24b show average bubble size distribution in the entire column 

under 0.5g gravity flow from 5-15 s and 16-26 s, respectively. Comparison of Figures 4-

24a and 4-24b shows that with the evolution of the flow, the quota of large bubbles 
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increases due to bubble coalescence. Compared with the flow under normal gravity, 

Figure 4-24 shows that the quota of large bubbles increase, because of more bubble-

bubble coalescence under 0.5g gravity. 

 

            
                                (a)                                                                         (b) 

Figure 4-24.  Average bubble size distribution of the gas-liquid-particle three-phase flow 

in 0.5g gravity in the entire column. Superficial gas velocity sU  = 0.25 mm/s, initial 

bubble size bd = 1.0mm, particle size pd = 0.25 mm. (a) 5-15s   (b) 16-26s 

4.4 CONCLUSIONS 

      Numerical simulations of gas-liquid-solid flows in different gravity were performed 

by an Eulerian-Lagrangian approach. The two-way coupling between bubble-liquid and 

particle-liquid are accounted for in the study. Interactions between particle-particle and 

bubble-bubble are included using the hard sphere model approach, and the bubble 

coalescence is also included in the model.  The transient characteristics of three-phase 

flows in different gravity are studied and the effects of gravity are discussed. On the basis 

of the presented results, we have the following conclusions: 

1. The three-phase flow in the bubble column are dominated by time-dependent 

staggered vortices, Particles are mainly located outside the bubble plume. The 

velocities of  liquid and particles are in the same order, with particle velocity being 

generally slightly smaller than the liquid velocities,  but both smaller than bubble 

velocities. 
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2. The location of the maximum upward velocities of bubbles, particles and liquid can 

be different, because of the relaxation effects at the driving of bubbles to the liquid, 

and the liquid transportation to particle. 

3.  The bubble volume fraction increases with the evolution of the flow. The highest 

bubble volume fraction is located at the bottom of the column.  

4. The Sauter mean diameter of the bubbles are proportional to the time the bubbles 

stay. Due to bubble-bubble coalescence, bubble diameter not only increases along the 

column height, but also increases with development of the flow.  

5. Because of increased bubble buoyancy force in the flow under high gravity, the phase 

velocities are larger than that of the flow under low gravity, therefore, the flow under 

high gravity develop fast. However, due to less bubble-bubble collision and 

coalescence, bubbles in the high gravity flow are smaller. 

6. There are less separate bubbles in the flow with high gravity, due to high inertia of 

the bubble plume.  

7. Bubble volume fraction is smaller in the flow with high gravity, because of the high 

bubble velocities      
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CHAPTER 5. EFFECTS OF CAPILLARY FORCE AND SURFACE 

DEFORMATION ON PARTICLE REMOVAL IN 

TURBULENT FLOWS 

5.1 INTRODUCTION  

Micro-particle adhesion and removal are of great concern in semiconductor, 

pharmaceutical and xerographic industries. Particle adhesion force per unit mass 

increases sharply as the particle size decreases; therefore, it is very difficult to remove 

particles with diameter smaller than 1µm from surfaces (Ranade (1987) and Mittal 

(1988)). 

The topic of particle adhesion and removal has been reviewed by Corn (1966), Krupp 

(1967), Visser (1972), Tabor (1977), Bowling (1985) and Berkeley (1980). For particles 

under dry conditions, the van der Waals force makes the major contribution to the 

particle adhesion to a surface.  Bradley (1932) and Derjaguin (1934) considered the effect 

of contact deformation on particle adhesion. Johnson, Kendall and Roberts (1971) 

developed the so-called JKR adhesion model to include the effects of the surface energy 

and surface deformation. Kendall (1975) studied rolling friction and adhesion between 

smooth solids. Using the Hertzian profile assumption and including the effects of surface 

energy, Derjaguin, Muller and Toporov (1975) developed a particle adhesion theory, 

which now is referred to as the DMT model. Maugis and Pollock (1984) developed a 

particle adhesion model allowing for plastic deformation.  Other adhesion models have 

been developed by Tsai, Pui and Liu (1991) and Maugis (1995).   More recent studies of 

particle adhesion were reported by Quesnel et al. (2001) and Kendall (2001).  

      There has been much debate on the validity of the JKR and DMT models. Muller et 

al. (1980, 1983) studied the range of application of the JKR and DMT models using a 

Lennard-Jones potential and suggested that, for a system with high Young’s modulus, 

low surface energy, and small-diameter particles, the DMT model applies; in contrast, for 

a system with low Young’s modulus, high surface energy, and large-diameter particles, 

the  JKR model is more suitable. 
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Particle resuspension was studied by a number of researchers. Corn (1965) and Corn 

and Stein (1965) measured the re-entrainment of particles from plane surfaces, and also 

noted the importance of surface roughness and relative humidity.  Punjrath and Heldman 

(1972) studied the particle resuspension mechanisms by a series of wind tunnel 

experiments. Gillett et al. (1974), Makhonko and Rabotnova (1982) and Garland (1983) 

reported the results of their studies concerning particle resuspension from soil and grass 

surfaces. Healy (1977), Sehmel (1980), Smith et al. (1982), Hinds (1982) and Nicholson 

(1988) reviewed the resuspension processes.  Particle detachment mechanisms in 

turbulent flows were studied by Cleaver and Yates (1973).  More recent models of 

particle resuspension processes were reported by Reeks and Hall (1988), Wen and Kasper 

(1989), Wang (1990), Masironi and Fish (1967), Tsai et al. (1991), Soltani and Ahmadi 

(1994, 1995a, 1995b, 1999) and Ibrahim et al. (2003).  The influence of relative humidity 

on adhesion was discussed by Podczeck et al. (1997),  Busnaina and Elsawy  (2001) and 

Tang and Busnaina (2001).  Zimon (1982) and Taheri and Bragg (1992), respectively, 

reported their experiments for particle resuspension in dry and humid air conditions.  The 

experiments of Zimon (1982) were carried out with humidity less than 10%.  Taheri and 

Bragg (1992), however, performed their experiments at a normal room temperature and 

humidity, and their results agree well with the prediction by Soltani and Ahmadi (1994) 

for particle resuspension in moist air.  Recently, Ibrahim et al. (2003, 2004) also 

measured particle resuspension in both dry and humid air conditions.  Their experiments 

were conducted at a humidity of 25±3% for dry condition and 67% for humid condition. 

Direct atomic force microscopy (AFM) measurement of adhesion force was performed 

by Gotzinger and Peukert (2003a, 2003b).  More recently, Ahmadi et al. (2007) studied 

particle adhesion and detachment in turbulent flows including the effect of capillary 

forces using the JKR adhesion theory, rolling, and sliding detachment models.   

 

In this study, a new model for rolling detachment of spherical particles in the 

presence of capillary forces for both elastic and plastic surface deformations is 

developed.   An effective thermodynamic work of adhesion model is used to account for 

the effects of capillary force for hydrophilic materials. The maximum adhesion resistance 

moments are evaluated using the JKR and the DMT models for elastic surface 
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deformation and the Maugis-Pollock model is used for the plastic surface deformation.  

The turbulence burst/inrush model is used for evaluating the near-wall velocity field. The 

potential for rolling detachment of spherical particles is studied and the critical shear 

velocities for detaching particles of various sizes are evaluated, and the results are 

compared with those obtained in the absence of the capillary force.  It is shown that the 

capillary force significantly increases the particle adhesion and decreases the opportunity 

for resuspension.  The model predictions for glass particles on glass and steel substrates 

are compared with the available experimental data for dry and humid air conditions. 

 
5.2 ADHESION MODELS  

In this section, a brief summary of the adhesion models used in this study is 

presented.  

5.2.1 JKR
 
Model  

In the Johnson-Kendall-Roberts (1971) (JKR) model the effects of surface energy and 

deformation of an elastic sphere in contact with an elastic half-space are included. 

Accordingly, a finite contact area forms and the radius of the contact circle, a, is given as  
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is the composite Young’s modulus.  Here, d is the particle diameter, P is the applied 

normal load, and �i and Ei are, respectively, the Poisson ratio, and the Young modulus of 

material i (i=1 or 2).  In Equation (5-1), AW  is the thermodynamic work of adhesion. 

     According to the JKR model, the pull-off force, poF , needed to detach a particle is 

given by: 
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dW
4
3

F A
JKR
po π=         (5-3)  

     At the moment of separation, the contact radius is given by 
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==         (5-4) 

where ao is the contact radius at zero applied load given as  
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.        (5-5)  

5.2.2 DMT
 
Model  

In the Derjaguin-Muller-Toporov  (1975) (DMT) model the detachment force is given 

by 

                                   d�WF A
DMT
Po =                                                                              (5-6) 

which is 4/3 times the JKR force given by Equation (5-3).  The contact radius at zero 

external force is given as 

                                   
3
1

2
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0 K2
d�W

a ��
�

�
��
�

	
=                                                                          (5-7) 

which comes from  Hertz’s contact theory. The DMT model predicts that at the moment 

of separation, the contact radius is reduced to zero.   

 

5.2.3 Maugis-Pollock
 
Model  

While the JKR and the DMT models assume elastic deformation, the Maugis-Pollock 

(1984) model takes into account the plastic deformation of the particle and the substrate. 

The corresponding contact radius is given as  
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�H

d�WP
a A+

=                                                                           (5-8) 

where H is the hardness of the material. For glass-steel combination, because the 

hardness of the steel is in the range of that of the glass, the  hardness of the steel is used. 

The hardness can be estimated as 

                                             Y3H =                                                                              (5-9) 

Here Y is the yield stress of the material. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-1. Geometric features of a spherical particle attached to a surface with capillary. 
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5.3 CAPILLARY FORCE AND EFFECTIVE THERMODYNAMIC WORK OF 

ADHESION 

5.3.1 Capillary Force 

       In humid air, water vapor condenses in the small spaces between bodies in contact; 

as a result, for hydrophilic materials, a meniscus is formed around the particle-substrate 

contact area as shown in Figure 5-1.  The curvature of the surface of the meniscus is 

determined by the Kelvin equation. The surface tension as well as the pressure force due 

to reduced Laplace pressure originating from the curvature of the surface of the meniscus 

form the so-called capillary force.  Therefore, an additional capillary force, beyond the 

van der Waals force is exerted, which significantly enhances the adhesion between the 

particle and the substrate.  The capillary force is determined by the surface tension of 

water � (=0.0735 N/m, at room temperature), the particle diameter d, the wetting angle � 

and the angle 	 as shown in Figure 5-1. That is,  

]cos)sin(d[sin2  Fc θαθαπσ ++=     (5-10) 

The first term in Equation (5-10) is due to the surface tension force and the second term 

is the result of the sub-ambient pressure in the liquid meniscus.  The angle α  is normally 

very small, and for small values of wetting angle �, the expression for the capillary force 

becomes (Ranade, 1987; Busnaina and Elsawy, 2001)  

              d.2  Fc πσ=       (5-11)  

       In order to include the effect of capillary force in adhesion models, we assume that 

the particles are deposited on the surface under dry condition and then a liquid meniscus 

forms due to vapor condensation on the particle-substrate contact.  Thus, a superposition 

of van der Waals and capillary forces may be assumed.  The total force needed to lift-off 

the particle then is, cpo FF + , where poF  is the pull-off force for overcoming the van der 

Waals adhesion, which is a function of thermodynamic work of adhesion AW . The 
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presence of capillary force enhances the surface energy of the materials; therefore, it is 

reasonable to account for the combined effect of van der  Waals adhesion and capillary 

force with an increased effective thermodynamic work of adhesion e
AW . Note that the 

effective thermodynamic work of adhesion will depend on the adhesion model used.  

5.3.2 Effective Thermodynamic Work of Adhesion 

      To evaluate the effective thermodynamic work of adhesion for the JKR model, the 

effective pull-off force must be balanced with the combined effect of van der Waals pull-

off force and the capillary force.  That is,                                                

                                         ��d2d�W
4
3

d�W
4
3

A
eJKR
A +=                                              (5-12) 

where eJKR
AW  is the effective work of adhesion for the JKR  model.  It then follows that, 

                                                 
3

8
WW A

eJKR
A

σ+=                                                        (5-13) 

The expression for the contact radius is then given by Equation (5-1) with  AW  being 

replaced by eJKR
AW .    

 

       The effective thermodynamic work of adhesion for the DMT and the  Maugis-

Pollock models can be similarly obtained.  That is, 

                                   σ+== 2WWW A
eMP
A

eDMT
A                                                        (5-14) 

 The corresponding approximate expression for the effective contact radius as estimated 

from the DMT model is given as 

   ( )d�WP
k2

d
a eDMT

A
3
e +≈                                                            (5-15) 

For the Maugis-Pollock model, the effective contact radius is given as 
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�H

d�WP
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eMP
A

e

+
=                                                           (5-16)                              

 
 
5.4 DETACHMENT MODELS  

      Particles can be detached from a surface by three mechanisms: rolling, sliding and 

lifting. Wang (1990) and Soltani and Ahmadi (1994, 1995) pointed out that the removal 

of smooth spherical particles was more easily achieved by the rolling motion, rather than 

by sliding and lifting.  Therefore, in this work, only rolling detachment is discussed. 

 

5.4.1 Rolling Detachment Model  

Ziskind et al. (1997) described a model for rolling detachment of a sphere from a 

surface. In their model, the detachment occurs when the hydrodynamic moment exceeds 

the maximum adhesion resistance moment evaluated for the JKR and DMT models for 

elastic surface and particle deformations. Here the approach is extended to include the 

effect of capillary force as well as the effect of plastic surface deformation. 

 Figure 5-1 shows a spherical particle attached to a planar surface in a fluid flow. 

Note that the lift force, which is very small, is neglected in the present analysis. In humid 

air, a meniscus is formed at the particle-substrate contact.  Here it is assumed that the 

particle was deposited before the meniscus formation.  The particle will be detached 

when the moment of the hydrodynamic force about the point “O” (which is located at the 

rear perimeter of the contact circle) overcomes the maximum adhesion resistance 

moment due to combined adhesion force and the capillary force.  That is, 

              Maxott a)(P)	
2
d

(FM ⋅≥−+ .                    (5-17)  

In Equation (5-17) Ft is the fluid drag force, 	o is the overlap (relative approach) between 

the particle and surface, Mt is the hydrodynamic moment about the center of the particle,  

Maxa)(P⋅  is the maximum adhesion resistance moment due to combined adhesion force 

and the capillary force. In most practical cases,,	o  is very small compared to d/2, 

therefore 	o can be neglected and Equation (5-17) becomes 
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                                              Maxtt a)(P
2
d

FM ⋅≥+                                                        (5-18)  

For developing a particle rolling detachment model, the corresponding maximum 

adhesion resistance moment need to be evaluated.  In the subsequent section, the JKR and 

DMT adhesion models are used for elastic surface deformations, while the Maugis-

Pollock adhesion model is used for plastic surface deformation, and the corresponding 

adhesion resistance moments are evaluated.  

 

5.5 MAXIMUM  ADHESION RESISTANCE 

5.5.1 Maximum Adhesion Resistance for the JKR Model 

    Equation (5-1) in nondimensional form may be restated as 

                                             ∗∗∗ −+−= P21P1a 3                                                     (5-19) 

where the nondimensional applied normal load and contact radius are defined as 
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     The corresponding nondimensional moment about the point “O” (Figure 5-1) is given 

as 

                                   31JKR )P21P(1PaPM ∗∗∗∗∗∗ −+−==                                   (5-22) 

To find the maximum resistance moment, the derivative of Equation (5-22) with respect 

to *P  is set equal to zero.  The nondimensional applied load and nondimensional contact 

radius at the maximum moment are given as  

                             
32
15

P M =∗    and     
31

M 32
25
�
�

�
�
�

	=∗a                                                 (5-23) 

The corresponding nondimensional maximum moment then becomes  

                                          432.0M JKR
Max =∗                                                                    (5-24) 

or in dimensional form,  
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                              31

3534
AJKR

Max K
dW

2.707M =                                                       (5-25) 

Note that Ziskind et al. (1997) reported a slightly different value of 0.42 for the 

nondimensional maximum moment.  Similarly, to include the effects of capillary force, 

the corresponding maximum moment then becomes  

                              31

3534e
AJKR

Max K
dW

2.707M =                                                      (5-26) 

 

5.5.2 Maximum Adhesion Resistance for the DMT Model 

    For the DMT model, the approximate expression for the contact radius in 

nondimensional form is given as 
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     The corresponding nondimensional moment about the point  “O” (Figure 5-1)  due to 

the applied normal load is given as 

                                   31)P
3
2

(PaPM ∗∗∗∗∗ −==DMT                                                   (5-28) 

The nondimensional applied load and the nondimensional contact radius at the maximum 
resistance moment are then given by 

                          
2
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P M =∗        
31
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	=∗a                                                              (5-29) 

The nondimensional maximum moment then is given as 

                                          275.0M DMT
Max =∗                                                                   (5-30) 

or 

                              31

3534
ADMT

Max K
dW

725.1M =                                                                 (5-31) 

Similarly, to include the effects of capillary force, the corresponding maximum moment 

becomes,  

                             31

3534e
A

Max K
dW

725.1M =DMT                                                                 (5-32) 

 
     Comparing the nondimensional maximum moment due to the applied normal load for 

the JKR and DMT models, it follows that 
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                                               DMT
Max

JKR
Max M71.5M ∗∗ =                                                       (5-33) 

Ziskind et al. (19) reported  DMT
MaxM∗  = 0.28 and JKR

MaxM∗  = DMT
MaxM1.5 ∗ .   The slight 

differences between the values reported in (1997) and the values in Equations (5-24), (5-

30) and (5-33) are due the approximate estimates used by Ziskind et al. They read the 

maximum moments from figures, which may not be accurate. While the differences are 

small, the presently reported values are more accurate. 

 

5.5.3 Maximum Adhesion Resistance for the Maugis-Pollock Model 

    From Equation (5-8), the corresponding moment about the point “O” (Figure 5-1) due 

to the applied load is given as 

                                   
�H

d�WP
PPaM AMP +

−=−=                                                  (5-34) 

 

Evaluating the maximum value of the moment given by (5-34) it follows that  

                               d�W
3
2

P AM −=       and      
H3

dW
a A

M =                                   (5-35) 

and the maximum resistance moment is given as 

                                          
( )

H33
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M

23
AMP

Max =                                                           (5-36) 

Similarly, including the effects of capillary force, the corresponding maximum moment 

becomes 

                                          
( )

H33

dW�2
M

23e
AMP

Max =                                                           (5-37) 

 

5.5.4 The Regime of the Maximum Adhesion Resistance Moment Theory  

      The maximum resistance moment theory is based on the JKR, DMT and Maugis-

Pollock models; therefore, the regime of the maximum resistance moment theory is the 

same as that of the corresponding adhesion model on which it is based.  

 

5.6 HYDRODYNAMIC FORCES AND TORQUES  



www.manaraa.com

 104 

The near-wall turbulent flow structure including burst and inrush processes have 

major effects on the particle detachment process (Soltani and Ahmadi (1994, 1995b)).  

Here, peak near-wall velocity during turbulent burst/inrush and the corresponding 

hydrodynamic forces and torques are briefly outlined.  

 

5.6.1 Burst/Inrush Model  

The maximum instantaneous streamwise velocity experienced locally near the wall 

during the turbulent burst/inrush is given in wall units as (1994, 1995b) 

++ =1.72y u M .         (5-38)  

where,  

ν
== ++ *yu

 y, 
*u

u
 u  M

M .       (5-39)  

Here, u* is the shear velocity, � is the kinematic viscosity of air and Mu  is the maximum 

velocity at a distance of y from the wall.  The corresponding fluid velocity at the mass 

center of a particle attached to a wall may be obtained from Equation (5-38). i.e.,  
++ = 0.86d u M ,       (5-40)  

where d
+ 

is the nondimensional particle diameter defined as  

ν
=+ *du

 d  .       (5-41)  

In this case, the drag force acting on the particle becomes  

c

22

t C
*ud4.38

F
πρ= ,      (5-42)  

where 
 is the density of the air and the Cunningham factor is given as (1964, 1977) 
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 1/Kn)]0.4exp(-1.  [1.257Kn   1  Cc ++= .     (5-43) 

Here the Knudsen number is defined as  

,
d

2
Kn 

λ=        (5-44) 

where � is the mean free path of air.   

The corresponding moment of the hydrodynamic force acting on the particle is 

given as  

c

32

t C
d*u1.62

M
πρ= ,         (5-45) 

where the effect of the Cunningham correction factor is also included.  

     The lift force acting on the particle is very small compared to the adhesion and 

capillary forces and, therefore, is neglected in the present analysis.   

 

5.7 PARTICLE DETACHMENT  

Soltani and Ahmadi (1994) evaluated the minimum critical shear velocity for remov-

ing different size particles in the absence of the capillary force.  Recently, Ahmadi et al. 

(2007) studied the effect of the presence of capillary force on particle adhesion and 

detachment in turbulent flows.  They used a simplified version of moment detachment 

with the use of the JKR model as well as sliding detachment model.  In this section, the 

results for accurate rolling detachment model for both elastic and plastic deformations are 

presented.  The critical shear velocities for particle removal in humid air are evaluated 

with the use of the JKR, the DMT and the Maugis-Pollock models.  

     Using the expression for the hydrodynamic drag and torque in Equation (5-18), the 

critical shear velocity for rolling detachment of spherical particles including the capillary 

force is given as  
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c

3
Max2

c /C�
d3.81
M

u =∗                                                  (5-46) 

where MaxM is the maximum adhesion resistance moment.   The critical shear velocity for 

particle detachment according to the JKR, DMT and Maugis-Pollock models can be 

evaluated by substituting, respectively, the expressions for the maximum resistance 

moment from Equations (5-26), (5-32) and (5-37) into Equation (5-46) for MaxM .  

   

                             Table 5-1. Material properties for different combinations 

Material  

combination 

     E    

( Pa1010 ) 

        A 

( J10 20− ) 

    AW  

( 23 J/m10− ) 

    p
  

( 33 kg/m10 ) 

  i�     H 

( 710 Pa) 

Polystyrene-

polystyrene 

    0.28   6.37     10.56     1.05  0.33  6.59 

Calcium carbonate- 

calcium carbonate 

    3.5   10.1     16.7     2.71      0.27  250 

Glass-glass         6.9    8.5             14.1      2.18    0.2 490-665.4   

Glass-steel      _    _     150      _     _   646.8 

 

E: Young’s modulus of material    A: Hamaker constant    

AW : thermodynamic work of adhesion   p
 : density of material 

i� : Poisson’s ratio of material i       H: hardness of material     

 

5.8 RESULTS  

In this section the results concerning detachment of particles of different sizes and 

various materials from substrates of various materials are presented.  The material 

properties for polystyrene, calcium carbonate, glass and steel that were used in this study 

are listed in Table 5-1. All these materials discussed here are hydrophilic materials.  Most 
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of the results are presented in term of critical shear velocity, *
cu , which is the minimum 

shear velocity needed for detaching a particle from the substrate.   

 
Figure 5-2.  Variation of the critical shear velocities with the particle diameter as 

predicted by the burst model using different adhesion models for resuspension of 

polystyrene particles from a polystyrene substrate without capillary effects. 

 

Variations of *
cu  with particle diameter as predicted by different adhesion models for 

the rolling detachment of polystyrene particles from a polystyrene substrate for dry and 

humid air conditions are shown, respectively, in Figures 5-2 and 5-3.  Here the near-wall 

velocity during the burst/inrush of turbulent flow was used in the analysis.  Figure 5-2 

shows that the critical shear velocity decreases with the increase of the particle diameter.  

That is, as expected small particles are more difficult to remove than the larger ones.  

Figure 5-2 also shows that the critical shear velocity as predicted by the JKR adhesion 
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model is the largest.  The predicted critical shear velocity by the DMT model is only 

slightly less than that by the JKR model.  The predicted value by the Maugis-Pollock 

model, which accounts for plastic deformation, is lower than those by the JKR and the 

DMT models for elastic deformation.  The differences are small for smaller particles, but 

become relatively large for larger particles.   

 
Figure 5-3.  Variation of the critical shear velocities with the particle diameter as 

predicted by the burst model using different adhesion models for resuspension of 

polystyrene particles from a polystyrene substrate with capillary effects. 

 
These differences are due to the variations of the maximum adhesion resistance 

moments for the JKR, the DMT and the Maugis-Pollock models.  Equation (5-33) shows 

that this maximum moment for the JKR adhesion model is 1.57 times that by the DMT 

model.  For particles larger than 0.1 micrometer, the maximum adhesion resistance 
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moment predicted by the Maugis-Pollock theory is smaller than those obtained from the 

JKR and DMT models. For example, for 1 micrometer polystyrene particle at polystyrene 

substrate, the maximum moment for plastic surface deformation (Maugis-Pollock theory) 

is 0.518 times that for elastic surface deformation as predicted by the DMT model. 

Therefore, the critical shear velocities obtained from the Maugis-Pollock theory are the 

lowest among the three adhesion models. Because plastic deformation could occur at the 

polystyrene-polystyrene contact, the prediction of the Maugis-Pollock theory is expected 

to give more accurate results in this case.  

Figure 5-4.  Variation of the critical shear velocities with the particle diameter as 

predicted by the burst model using different adhesion models for resuspension of calcium 

carbonate particles from a calcium carbonate substrate without capillary effects. 
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use the present model for nano particles. The reason is that the mean free path of air is 

0.07 �m, which is 70nm, flow in this range can not be treated as a continuous phase. For 

flow on nano particles, it is more like air molecules bombard nano particles. A discrete 

element method may be a better option for this case.  

 

Figure 5-3 displays the variation of the critical shear velocity with particle size when 

the air is humid and the effect of capillary force becomes important.  The trends are 

similar to those observed in Figure 5-2. The critical shear velocity decreases with the 

increase of the particle diameter.  The model predictions from the JKR model are slightly 

higher than those from the DMT model. The predictions from the Maugis-Pollock  model  

 
Figure 5-5. Variation of the critical shear velocities with the particle diameter as 

predicted by the burst model using different adhesion models for resuspension of calcium 

carbonate particles from a calcium carbonate substrate with capillary effects. 
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for *
cu  are the lowest for large particles,  but slightly higher than those from the DMT 

model for small particles. Figure 5-3 shows higher critical shear velocities compared to 

results presented in Figure 5-2. This implies that the presence of capillary force 

significantly increases the critical shear velocity for particle rolling removal. 

 

Figures 5-4 and 5-5 show the variations of the critical shear velocity with particle 

diameter for rolling detachment of calcium carbonate particles from a calcium carbonate 

substrate.   Here the burst/inrush near-wall velocity model and different adhesion models 

under dry and humid air conditions were used. These figures show that the critical shear 

velocity decreases with the increase of the particle diameter, and the presence of capillary 

force dramatically increases the critical shear velocity for particle removal. Figures 5-4 

and 5-5 also show that the model predictions from the JKR model are slightly higher than 

those from the DMT model, and the predictions from the Maugis-Pollock model for the 

critical shear velocity are the lowest.   

 

5.8.1 Comparison with Experimental Data  

This section compares the model predictions with the experimental data of Taheri and 

Bragg (1992) and Zimon (1982) as well as Ibrahim et al. (2003, 2004).  The experiment 

of Taheri and Bragg was concerned with the resuspension of glass particles from a 

smooth glass surface under normal room temperature and humidity for a range of air 

velocities between 2 and 130 m/s. Their result agrees well with the prediction by Soltani 

and Ahmadi (1995) for particle resuspension in moist air, which implies the existence of 

the capillary force.  The experiments of Zimon (1982) were for the entrainment of glass 

particles from a steel substrate with humidity less than 10%, which can be considered as 

dry air condition.  Ibrahim et al. (2003) reported experimental data for the detachment of 

glass and steel particles from a glass substrate at a humidity of 25±3%, which is 

considered as dry air condition in this study.  In their subsequent work, Ibrahim et al. 

(2004) experimentally studied the detachment of steel particles from a glass substrate 

under a humidity of 67%, which is humid air condition.  

 
Figure 5-6 shows the comparison of the experimental data of Taheri and Bragg 
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(1992) and Ibrahim et al. (2003) with the predicted critical shear velocity for rolling 

detachment of glass particles from a glass substrate by the burst/inrush resuspension 

model and different adhesion models under dry and humid air conditions.  Figure 5-6 

shows that the simulated critical shear velocity displays a trend similar to those in Figures 

5-4 and 5-5.  That is, the critical shear velocity decreases with the increase of the particle 

diameter, and the presence of capillary force dramatically increases the critical shear 

velocity for particle removal.  Furthermore, the model predictions for the JKR theory are 

slightly higher than those for the DMT theory, and the predictions from the Maugis-

Pollock model lead to the lowest critical shear velocities.  

 
Figure 5-6. Comparison of the critical shear velocities as predicted by the burst model 

using different adhesion models with the experimental data of Taheri and Bragg (1992) 

(�) as well as Ibrahim et al. (2003) (�) for resuspension of glass particles from a glass 

substrate. 
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Figure 5-6 also shows that the predicted critical shear velocities from the JKR and 

DMT models with capillary force agree very well with the experimental data of Taheri 

and Bragg (1992) under humid air condition. In addition, these model predictions in the 

absence of capillary force are in good agreement with the experimental data of Ibrahim et 

al. (2003) for dry air condition.  It is also seen that the predicted critical shear velocity 

from the Maugis-Pollock model with capillary force is somewhat lower than the 

experimental data.   As noted before, the Maugis-Pollock model accounts for the plastic 

deformation at the particle-surface contact, but glass-glass contact is perhaps better 

modeled with an elastic deformation model such as the JKR or DMT theory.   

 

Figure 5-6 also shows that the distance between the model predictions with and 

without capillary force are roughly the same for different diameters.  That is, for particles 

of the same material with different diameters, the capillary effect increases the critical 

shear velocity by the same amount.  In addition, the distances between the curves 

predicted by different models with or without capillary forces are almost the same.  This 

implies that the increase in adhesion force by the capillary effect is independent of the 

adhesion model.  

 

Muller et al. (1980, 1983) pointed out, JKR are suitable for low Young’s modulus, 

high surface energy and large particles. DMT are suitable for high Young’s modulus, low 

surface energy and small particles. Figure 5-6 shows that for glass-glass combination 

without capillary effect, both the predictions from the JKR and DMT match the 

experimental date, with the predictions from the JKR match the experimental date a little 

bit better. But in general, they are both fine. 

 

Figure 5-7 shows the comparison of the experimental data of Zimon (1982) and 

Ibrahim et al. (2003, 2004) with the predicted critical shear velocity for rolling 

detachment of particles by the burst/inrush resuspension model and different adhesion 

models under both dry and humid air conditions.  The experimental data of Zimon (1982) 

were for detachment of glass particles from a steel substrate under dry air condition, 

while the experimental data of Ibrahim et al. (2003) were for detachment of steel particles 
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from a glass substrate under dry air condition.  The experimental data of Ibrahim et al. 

(2004) shown in this figure were for detachment of steel particles from a glass substrate 

under humid air condition.  Figure 5-7 displays trends similar to those seen in Figures 5-4 

to 5-6.  The critical shear velocity decreases with the increase of particle diameter, and 

the presence of capillary force dramatically increases the critical shear velocity.  The 

model predictions from the JKR theory are also slightly higher than those from the DMT 

theory, and prediction from the Maugis-Pollock model is the lowest. 

 
Figure 5-7 shows that the predicted critical shear velocities from the JKR and DMT 

models without capillary force are higher than the experimental data of Zimon (1982) and 

Ibrahim et al. (2003) under dry air condition.   Similar deviations are observed between 

the JKR and DMT model predictions with capillary force with the experimental data of 

Ibrahim et al. (2004) under humid air condition.   Soltani and Ahmadi (1995a, 1999) have 

suggested that small surface roughness that reduces the effective adhesion force 

significantly is the reason for these discrepancies.  Figure 5-7 shows that the predictions 

from the Maugis-Pollock model with and without capillary force are in the range of the 

experimental data of Zimon (1982) and Ibrahim et al. (2004).  This suggests that the 

inclusion of plastic deformation at the interface could also improve the model prediction.       

Because JKR and DMT models are for elastic materials, Maugis-Pollock model is for 

plastic materials. This also implies thst Glass-steel could be a plastic combination. We, 

however, believe that the surface roughness is the main cause for the discrepancy 

between the model prediction and experimental data.  

   

Figure 5-7 shows that the capillary force increases the critical shear velocity by 

roughly the same amount, irrespective of the particle size and the adhesion model used.  

This trend is similar to that observed in Figure 5-6.   Comparison of Figures 5-6 and 5-7 

indicates that the increase in critical shear velocity varies for different materials. This is 

because that capillary force is a function of only particle diameter, and adhesion force is a 

function of materials properties as well as particle diameter.  Thus, the relative 

importance of the capillary force changes for different materials.  Capillary force is more 

important for glass particles on a glass substrate when compared with that for glass 



www.manaraa.com

 115 

particle on a steel substrate.  

   

 
Figure 5-7. Comparison of the critical shear velocities as predicted by the burst model 

using different adhesion models with the experimental data of Zimon (1982) (�) for 

resuspension of glass particles from a steel substrate, and Ibrahim et al. (2003) (�) as well 

as Ibrahim et al. (2004) (�) for resuspension of steel particles from a glass substrate. 

 
5.8.2. Comparison with Earlier Model   

 This section compares the new model predictions with those from the earlier model of 

Ahmadi et al. (2007)  where the effect of capillary forces was simply added to the 

moment balance equation.  Figure 5-8 compares the critical shear velocities as predicted 

by these models for resuspension of polystyrene particles from a polystyrene substrate. In 

the absence of capillary force, Figure 5-8 shows that the predicted critical shear velocities 

are the same.  When the capillary force is present, however, the critical shear velocities 
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predicted by the earlier model (2007)  are smaller than those obtained from the present 

maximum adhesion resistance moment model.  That is, the earlier simplified model 

under-estimates the critical shear velocities for particle detachment in the presence of 

capillary forces.      

Figure 5-8. Comparison of the critical shear velocities as predicted by the maximum 

adhesion resistance model with the model of Ahmadi et al. (2007) for resuspension of 

polystyrene particles from a polystyrene substrate. 

 

5.9 CONCLUSIONS  
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moment due to the applied normal load and the critical shear velocity for particle rolling 

removal are obtained and the results are presented and compared with the available 

experimental data.  Based on the presented results the following conclusions are drawn:  

• The capillary effect significantly increases the critical shear velocity for particle 

detachment. 

• For elastic deformation at the interface, the critical shear velocity predicted by the 

JKR adhesion model is somewhat higher than that predicted by the DMT model. 

• The Maugis-Pollock model that accounts for the plastic surface deformation leads 

to the lowest critical shear velocity for particle removal for the materials studied 

in the present work. 

• For the particles of the same material with different diameters, the capillary effect 

increases the critical shear velocity by about the same order. 

• The relative importance of the capillary force varies depending on the particle and 

substrate materials.  The capillary effect is more important for glass particles on a 

glass substrate when compared with glass particles on a steel substrate.  

• The model predictions are in good agreement with the available experimental 

data.   
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5.11 Nomenclature 
 
A     Hamaker constant    

a              contact radius, m 
ea            contact radius with capillary force, m  

M
a           contact radius reached at the maximum adhesion resistance moment, m 
ao             contact radius at zero applied load, m 

∗a      nondimensional contact radius 

Ma ∗        nondimensional contact radius at the maximum adhesion resistance moment 

 Cc          Cunningham factor 
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d              particle diameter, m 

d
+ 

            nondimensional particle diameter 

Ei             Young modulus of material i, 2N/m     

 Fc           capillary force, N 

FL            lift force, N 

poF           pull-off force, N  

DMT
PoF        pull-off force evaluated by DMT model, N 

JKR
poF         pull-off force evaluated by JKR model, N 

Ft            drag force, N 

H     hardness of material, Pa    

K    composite Young’s modulus, 2N/m  

Kn     Knudsen number 

MaxM       maximum adhesion resistance moment due to the applied normal load, N⋅m 

Mt           hydrodynamic moment, N⋅m 
DMT
MaxM      maximum resistance moment evaluated by DMT model, N⋅m 

DMT∗M     nondimensional resistance moment evaluated by DMT model, N⋅m 
DMT

MaxM ∗     nondimensional maximum resistance moment evaluated by DMT model, N⋅m 

JKR
MaxM       maximum resistance moment evaluated by JKR model, N⋅m 

JKRM∗      nondimensional resistance moment evaluated by JKR model, N⋅m 
JKR

MaxM ∗      nondimensional maximum resistance moment evaluated by JKR model, N⋅m 

MPM        resistance moment evaluated by Maugis-Pollock model, N⋅m 
MP
MaxM       maximum resistance moment evaluated by Maugis-Pollock model, N⋅m 

P             applied normal load, N 
∗P      nondimensional applied normal load 

MP          applied normal load at the maximum adhesion resistance moment, N 

MP∗        nondimensional applied normal load at the maximum adhesion resistance  

                moment 
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Maxa)(P⋅   maximum adhesion resistance moment, N⋅m 

 *
cu           minimum shear velocity needed for detaching a particle from the substrate, m/s 

+
Mu           nondimensional maximum gas velocity at the mass center of the particle 

Mu           maximum gas velocity at the mass center of the particle 

∗u            shear velocity, m/s 

AW      thermodynamic work of adhesion, 2J/m   

e
AW          effective thermodynamic work of adhesion, 2J/m   

eJKR
AW      effective thermodynamic work of adhesion for JKR model, 2J/m  
eDMT
AW     effective thermodynamic work of adhesion for DMT model, 2J/m  

 
eMP
AW      effective thermodynamic work of adhesion for Maugis-Pollock model, 2J/m  

 
Y             yield stress of the material, Pa 

+y            nondimensional distance from the wall 

y              distance from the wall, m 

zo             minimum separation distance, m 

 
Greek letters 
 
	             half particle-liquid contact angle, rad 

	o           overlap between the particle and surface, m 

�             wetting angle, rad 

�             mean free path of air, m   

ν          kinematic viscosity of air, 2m /s 

i�            Poisson’s ratio of material i       


             density of air,  kg/ 3m  

p
           density of particle and substrate material, kg/ 3m  

�     surface tension of water, N/m 
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CHAPTER 6.  EFFECTS OF ELECTROSTATIC AND CAPILLARY   
             FORCES AND SURFACE DEFORMATION ON 

                         PARTICLE DETACHMENT IN TURBULENT FLOWS 
 
6.1 INTRODUCTION  

Fine particle adhesion and removal from surfaces have attracted considerable 

attention due to their numerous applications in semiconductor, pharmaceutical and 

xerographic industries.  Despite numerous studied, effects of electrostatic and capillary 

forces on particle adhesion and removal are not fully understood.   

 
      For charged particles in the presence of an electric field, the electrostatic forces 

strongly affect the particle transport, as well as adhesion and detachment.  Donald [1,2], 

Donald and Watson [3], and Lee and Ayala [4] showed a strong dependence of the 

adhesion force on charges carried by the toner particles even in the absence of an 

imposed external electric field.  Donald and Watson [5] developed a model to include the 

effect of an electric field on particle adhesion in the xerographic processes.  Goel and 

Spencer [6] analyzed the effect of the electrostatic and van der Waals forces on the 

adhesion of toner particles.  They concluded that for large particles (about 15 �m), the 

electrostatic imagine force dominates the particle adhesion, while for small particles 

(about 5 �m), the van der Waals force become the dominant force.  

 

      Hays [7,8] studied the detachment of charged toner particles under an electric field 

and suggested that the large adhesion force was due to the electrostatic imagine force of 

“patchy” charges that were concentrated on particle asperities.  Lee and Jaffe [9] reported 

the effect of electrostatic forces on the adhesion of toner particles in xerographic printers. 

Mizes [10] quantified the relative contributions of nonelectrostatic and electrostatic 

forces to the net particle adhesion force. He concluded that under large electric fields (2 

to 8 V/�m), the electrostatic contributions dominated the nonelectrostatic effects.  Soltani 

and Ahmadi [11] studied rough particle detachment with electrostatic forces in turbulent 

flows. Their predictions agreed well with the experimental results by Hays [7,8] and 

Mizes [10]. Feng and Hays [12] performed a finite-element analysis of the electrostatic 
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force on a uniformly charged dielectric sphere resting on a dielectric-coated electrode in a 

detaching electric field.  Masashi and Manabu [13] measured particle adhesion force 

using the electric field detachment method.  They found that the adhesion force increased 

with time elapsed after the particles are placed on substrate.  Hays and Sheflin [14] 

performed electric field detachment measurements on ion-charged toner for different 

charge levels and found that the adhesion of ion-charged toner is less than that of 

triboelectrically charged toner.  They suggested that the enhanced electrostatic adhesion 

of triboelectrically charged toner is attributed to a non-uniform surface charge 

distribution.    

 

          Hinds [15] reviewed the work on the particle resuspension processes. More recent 

studies on models of particle resuspension processes were provided by Soltani and 

Ahmadi [16-19] and Ibrahim et al. [20]. For particles in humid air, the capillary force 

significantly affects the detachment of the particles. The effect of relative humidity on 

adhesion was studied by Podczeck et al. [21],  Busnaina and Elsawy  [22] and Tang and 

Busnaina [23].  Zimon [24] and Taheri and Bragg [25] performed experiments on particle 

resuspension in dry and humid air conditions.  The experiments of Zimon [24] were 

conducted with humidity less than 10%.  Taheri and Bragg [25] carried out their 

experiments under the condition of normal room temperature and humidity, their results 

agree well with the simulation result by Soltani and Ahmadi [16] for moist particle 

resuspension.  Ibrahim et al. [20,26]  measured particle resuspension in both dry and 

humid air conditions.  Their experiments were performed at a humidity of 25±3% for dry 

condition and 67% for humid condition. Direct atomic force microscopy (AFM) 

measurement of adhesion force was reported by Gotzinger and Peukert [27,28].  

Recently, Ahmadi et al. [29] studied particle adhesion and detachment in turbulent flows 

including the effect of capillary forces.   

 

      In this study, the rolling detachment of spherical particles in the presence of capillary 

and electrostatic forces for both elastic and plastic surface deformations was studied.   An 

effective thermodynamic work of adhesion model was used to account for the effects of 

capillary and electrostatic forces for hydrophilic materials. The maximum adhesion 
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resistance moments were evaluated using the JKR and the DMT models for elastic 

surface deformation, while the Maugis-Pollock model was used for the plastic surface 

deformation.  The turbulence burst/inrush model was used for evaluating the near-wall 

velocity field. The rolling detachment of spherical particles was studied and the critical 

shear velocities for detaching particles of various sizes were evaluated. The results were 

compared with those obtained in the absence of the electrostatic force and the capillary 

force.  It was shown that the capillary and electrostatic forces significantly affected the 

particle adhesion and the opportunity for resuspension.   The model predictions for 

resuspension of glass particles from a glass substrate with an average Boltzmann charge 

distribution were compared with the available experimental data. 

 
6.2 ADHESION MODELS  

The adhesion models used in this study are similar as that used in Chapter 5, the 

detailed information can be found in Section 5.2.   

 
6.3 CAPILLARY FORCE, ELECTROSTATIC FORCE AND EFFECTIVE 

THERMODYNAMIC WORK OF ADHESION 

6.3.1 Capillary Force    

In this section, the introduction on capillary force is briefly presented. The detailed  

information about capillary force can be found in Chapter 5, Section 5.3.1. 

As shown in Figure 6-1, for hydrophilic materials in humid air, the capillary force is 

determined by the surface tension of water � (=0.0735 N/m, at room temperature), the 

particle diameter d, the wetting angle � and the angle 	 as shown in Figure 6-1. That is:  

)]cos)sin(d[sin2  Fc θ+α+θαπσ=     (6-1) 

The angle α  is normally very small, therefore for small values of wetting angle �, the 

expression for the capillary force becomes: 
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d.2  Fc πσ=         (6-2)  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-1. Geometric features of a spherical particle attached to a surface with capillary. 

 
6.3.2 Charge Distribution  

     An aerosol particle rarely has zero charge due to the high ion concentration in the 

atmosphere. Particles smaller than 0.1 �m in diameter do not contain a charge naturally 

[30]. The number of natural charge increases with particle size. Particles can be charged 

through different mechanisms based on corresponding ionic atmosphere conditions. 

There are three different charge distributions outlined hereafter. 

 

6.3.2.1 Boltzmann charge distribution 
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     Boltzmann charging occurs for small particles in a bipolar ionic atmosphere. For 

particles larger than 0.1�m at normal condition, the average number of absolute charges 

per particle can be approximated by [31]  

                                                        d2.37 n = ,                                                          (6-3)  

where d is given in �m. Therefore the average number of positive or negative charges per 

particle is 2/n  [11]. 

 

6.3.2.2 Diffusion charge distribution 

     Diffusion charging occurs when uncharged particles obtain charges by diffusion of 

charged unipolar gaseous ions to their surfaces through random collisions between ions 

and particles. For a particle of diameter cd  during diffusion charging time t, the 

approximate number of obtained charges n is given as [15] 
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where  4
i 104.2c ×=  cm/s is the mean thermal speed of the ions, cd is particle diameter 

in cm, -10
c 104.8e ×=  stC (electrostatic units) is the electronic unit charge in cgs units, 

iN  is the ion concentration, 161038.1 ×=k  ergs/K is the Boltzmann constant, and T is the 

temperature of the gas. In the subsequent analysis, a typical value of 38
i cmsion10tN ⋅≈  

is used. 

 

6.3.2.3 Field charge distribution 

     For particles in an electric field, the particles acquire charges due to collisions with 

ions which are moving along the lines of force that intersect the particle surfaces. This 

process is known as field charging.  After a sufficient time for a given charging 

condition, the saturation number of charges n acquired by the particle of diameter d is 

given as [15] 

                                                 




�

�



�

�

�

�
�

�

+
=

c

2
cc

e4
dE

2�

�3
n ,                                                    (6-5) 



www.manaraa.com

 128 

where � is the dielectric constant of the particle, cE  is the electric field strength in cgs 

units. Equations (6-4) and (6-5) are expressed in cgs units. Field charging is the dominant 

mechanism for particles larger than 1�m and diffusion charging is the dominant one for 

particles less than 1�m.  

 

6.3.3 Electrostatic Force  

      For a charged particle resting on a conducting substrate  in the presence of an applied 

electric field, the electrostatic force  acting on the particle is given as [11] 

                         4
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Where 12
0 10859.8 −×=ε  amp •s /V•m is the permittivity (dielectric constant of free 

space). d is the particle diameter, E is the electric field strength, and q is the total      

electrical charge on the particle, which is given as [11] 

                                                 neq =                                                                           (6-7) 

where -19101.6e ×=  C is the electronic unit charge in mks units. n is the number of units 

of charge. In equation (6-6), y is the distance of the particle from the surface, which is 

approximately half d, so equation (6-6) becomes 
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The first term on the right-hand side of equation (6-8) is the Coulomb force. The second 

term is the image force. The third term is the dielectrophoretic force on the induced 

dipole due to the gradient of the field from the image charge. The forth term is the 

polarization force due to the interaction of the induced dipole and its image.  The 

Coulomb and dielectrophoretic forces can be either toward or away from the substrate, 

depending on the charges carried by the particles. While the image and polarization 

forces are always toward the substrate.  

 

     In most cases of this study, the particles and substrates are made of the                        

same material, so the electrical double layer force is neglected. This force is caused by 
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the contact potential and becomes important when the particle and the substrate are made 

of two different materials with a high level of contact potential or when particles are 

smaller than 10 �m.  

 

     In order to include the effects of capillary and electrostatic forces in adhesion models, 

we assume that the particles without any charge are deposited on the substrate under dry 

condition, then an electric field is applied and particles get charged, at the same time a 

liquid meniscus forms due to vapor condensation on the particle-substrate contact.  

Therefore, a superposition of van der Waals, capillary and electrostatic forces may be 

assumed. The total force needed to lift-off the particle then is, ecpo FFF ++ , where poF  is 

the pull-off force for overcoming the van der Waals adhesion, which is a function of 

thermodynamic work of adhesion AW . The presence of capillary force enhances the 

surface energy of the materials; while the electrostatic forces can increase or decrease the 

surface energy, depending on the charges carried by the particles; therefore, it is 

reasonable to account for the combined effect of van der Waals adhesion, capillary and 

electrostatic forces with an effective thermodynamic work of adhesion e
AW . This effective 

thermodynamic work of adhesion is variable with the adhesion model used.  

 

6.3.4 Effective Thermodynamic Work of Adhesion 

      To evaluate the effective thermodynamic work of adhesion for the JKR model, the 

effective pull-off force must be balanced with the combined effect of van der Waals pull-

off force, the capillary and electrostatic forces.  That is, 

                                         ecA
eJKR
A FFd�W

4
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d�W
4
3 ++=                                              (6-9) 

where eJKR
AW  is the effective work of adhesion for the JKR  model. cF  and eF  are given 

by equations (6-2) and (6-8). It then follows that, 
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The corresponding approximate expression for the effective contact radius is then given 
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by Equation (5-1) with  AW  being replaced by eJKR
AW .    

 

      The effective thermodynamic work of adhesion for the DMT and the  Maugis-Pollock 

models can be obtained in a similar way.  That is, 
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     The corresponding effective contact radius as estimated from the DMT model is given 

as 

   ( )d�WP
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For the Maugis-Pollock model, the corresponding effective contact radius is given as 
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6.4 DETACHMENT MODELS  

      As mentioned in Section 5.4, the detachment of smooth spherical particles is more 

easily achieved by the rolling motion, rather than by sliding and lifting.  Therefore, only 

rolling detachment is discussed in this study. 

 

6.4.1 Rolling Detachment Model  

The rolling detachment approach used here is similar to that used in Section 5.4.1, but 

the approach used here is extended to include the effect electrostatic forces. 

 Figure 6-1 shows a spherical particle attached to a planar surface in a fluid flow. The 

lift and gravity forces, which are very small, are neglected in this study. In humid air, a 

meniscus is formed at the particle-substrate contact.  Here it is assumed that the particle 

without any charge are deposited on the substrate under dry condition, then an electric 

field is applied and particles get charged, at the same time a liquid meniscus forms on the 

particle-substrate contact. The particle will be detached when the moment of the 
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hydrodynamic force about the point “O” (which is located at the rear perimeter of the 

contact circle) overcomes the maximum adhesion resistance moment due to combined 

adhesion, capillary and  electrostatic forces.  That is, 

              Maxott a)(P)	
2
d

(FM ⋅≥−+ .                   (6-14)  

Where Ft is the fluid drag force, 	o is the overlap (relative approach) between the particle 

and surface, Mt is the hydrodynamic moment about the center of the particle,  Maxa)(P⋅  is 

the maximum adhesion resistance moment due to combined adhesion, capillary and  

electrostatic forces. In most practical cases, 	o can be neglected and Equation (6-14) 

becomes 

                                                 Maxtt a)(P
2
d

FM ⋅≥+                                                     (6-15)  

 

6.5 MAXIMUM  ADHESION RESISTANCE 

     To develop a particle rolling detachment model, the corresponding maximum 

adhesion resistance moment need to be evaluated.  In this study, the JKR and DMT 

adhesion models are used for elastic surface deformations, while the Maugis-Pollock 

adhesion model is used for plastic surface deformation. Using a similar approach as 

developed in Section 5.5, one can obtain the maximum adhesion resistance moment for 

different adhesion models. 

     For the JKR model without capillary and electrostatic forces 

                                               31

3534
AJKR

Max K
dW

2.707M =                              (6-16) 

     For the JKR model with capillary and electrostatic forces 

                                             31

353/4eJKR
AJKR

Max K
dW

2.707M =                             (6-17) 

      For the DMT model without capillary and electrostatic forces 

                                              31

3534
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Max K
dW

725.1M =                                                  (6-18) 

      For the DMT model with capillary and electrostatic forces 
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                                          31

353/4eDMT
ADMT

Max K
dW

1.725M =                                               (6-19) 

      For the Maugis-Pollock model without capillary and electrostatic forces 
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      For the Maugis-Pollock model with capillary and electrostatic forces 
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      Note that from a similar process in Chapter 5, one has 

                                                 DMT
Max

JKR
Max M71.5M ∗∗ =                                                     (6-22) 

 

6.6 HYDRODYNAMIC FORCES AND TORQUES  

     As mentioned in Section 5.6, the particle detachment process is strongly affected by 

the near-wall turbulent flow structure. This flow structure includes burst and inrush 

processes. The peak near-wall velocity during turbulent burst/inrush and the 

corresponding hydrodynamic forces and torques are listed as Equations (5-38) to (5-45) 

in Chapter 5, Section 5.6. The lift force acting on the particle is very small compared to 

the adhesion, capillary and electrostatic forces and therefore is neglected in this work. 

 

6.7 PARTICLE DETACHMENT  

      In this section, the critical shear velocities for particle removal in humid air with 

capillary and electrostatic force are evaluated with the use of the JKR, the DMT and the 

Maugis-Pollock models. Substituting the expression for the hydrodynamic drag and 

torque into Equation (6-15), the critical shear velocity for rolling detachment of spherical 

particles including the capillary and electrostatic force is obtained as:  

                                                    
c

3
Max2

c /C�
d3.81
M

u =∗                                                 (6-23) 

where MaxM is the maximum adhesion resistance moment.   The critical shear velocity for 

particle detachment according to the JKR, DMT and Maugis-Pollock models can be 
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evaluated by substituting, respectively, the expressions for the maximum resistance 

moment from Equations (6-17), (6-19) and (6-21) into Equation (6-2) for MaxM .  

 
                               Table 6-1. Material properties for different combinations 

Material combination      E    

( Pa1010 ) 

        A 

( J10 20− ) 

    AW  

( 23 J/m10− ) 

    p
  

( 33 kg/m10 ) 

  i�     H 

( 710 Pa) 

Polystyrene-polystyrene     0.28   6.37     10.56     1.05  0.33  6.59 

Glass-glass          6.9    8.5             14.1      2.18    0.2 490-665.4   

Glass-steel      _    _     150      _     _   646.8 

Polystyrene-nickel      _    _     23.65      _     _      _ 

 

E: Young’s modulus of material    A: Hamaker constant    

AW : thermodynamic work of adhesion   p
 : density of material 

i� : Poisson’s ratio of material i       H: hardness of material     

 

6.8 RESULTS  

6.8.1 Force and Charge Analysis 

      In this section the results for the average Boltzmann, the saturation and fixed 20 µC/g 

charge distributions are given. The results for the electrostatic, capillary and pull-off 

forces are also presented and discussed. The material properties for polystyrene, glass, 

nickel and steel that were used in this work are listed in Table 6-1. Two electric fields are 

presented in the study, 5000 kV/m and 10000kV/m.   

 

      Figure 6-2 shows the variation of the average Boltzmann charge distribution with the 

particle diameter. It is seen that average Boltzmann charge increase with the increase of 

the particle diameter.  Figure 6-3 shows the variation of the saturation and fixed 20 µC/g  
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Figure 6-2.  Variation of the average Boltzmann charge distribution with the particle 

diameter. 

 

charge distributions with the particle diameter for polystyrene particles. Figure 6-3 shows 

similar trend as in that in Figure 6-2.  The saturation and fixed 20 µC/g charge 

distributions increase with the increase of the particle diameter. The saturation charge 

distribution in an electric field of 5000 kV/m is about half of that in 10000kV/m. For 

particles smaller than 25µm, 20 µC/g charge distribution is smaller than the saturation 

charge distributions. However, for particles larger than 50µm, 20 µC/g charge 

distribution is larger than the saturation charge distributions. Compared to Figure 6-2, 

Figure 6-3 shows that the saturation and fixed 20 µC/g charge distributions are much 

higher than the average Boltzmann charge distribution.  

Boltzmann charge 
 

d (�m) 

Charge (C) 
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Figure 6-3.  Variation of the saturation and fixed 20 µC/g charge distribution with the 

particle diameter for polystyrene particles. 

 

      Figure 6-4 shows the variation of the combined Coulomb forces (Coulomb force and 

dielectrophoretic force) with the particle diameter for polystyrene particles carrying 

different charges in an electric field of 10000kV/m. It is seen that the combined Coulomb 

forces increase with the increase of the particle diameter. For particles carrying average 

Boltzmann charge, the combined Coulomb forces are much smaller than those of 

particles carrying saturation and fixed 20 µC/g charges. The reason is that the average 

Boltzmann charge distribution is much smaller than the saturation and fixed 20 µC/g 

charge distributions, as mentioned above.   Figure 6-4 also shows that corresponding to 

the amount of charges carried by the particles, for particles smaller than 50µm, the 

Saturation charge E=10000kv/m 
Saturation charge E=5000kv/m 

20 µµµµC/g charge  

d (�m) 

Charge (C) 
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combined Coulomb forces for particles carrying fixed 20 µC/g charge distribution are 

smaller than those of particles carrying saturation charge distributions; But for particles 

larger than 50µm, the combined Coulomb forces for particles carrying fixed 20 µC/g 

charge distribution are larger than those of particles carrying saturation charge 

distributions. 

 

 

 
 
Figure 6-4.  Variation of the combined Coulomb forces with the particle diameter for 

polystyrene particles carrying different charges in an electric field of 10000kV/m. 
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Force (N) 

 Combined Coulomb forces  
 E=10000kv/m 
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Boltzmann charge 
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      Figure 6-5 shows the variation of the imagine forces with the particle diameter for 

polystyrene particles carrying different charges. Similar to the trend in Figure 6-4, Figure 

6-5 shows  that  the imagine forces increase with the increase of the particle diameter. For  

 
 
 
 
 

 
 
                                                                   (a)   

d (�m) 

Force (N) 

 Imagine forces  
20 µµµµC/g charge  

Boltzmann charge 
 

Saturation charge E=10000kv/m 

Saturation charge E=5000kv/m 
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                                                               (b) 
 
Figure 6-5.  Variation of the imagine forces with the particle diameter for polystyrene 

particles carrying different charges. 

 

particles carrying average Boltzmann charge, the imagine forces are much smaller than 

those of particles carrying saturation and fixed 20 µC/g charges. The reason is that in 

general, the average Boltzmann charge distribution is much smaller than the saturation 

and fixed 20 µC/g charge distributions.   Figure 6-5 also shows that for particles smaller 

than 25µm, the imagine forces for particles carrying fixed 20 µC/g charge distribution are 

smaller than those of particles carrying saturation charge distributions; But for particles 

larger than 50µm, the imagine forces for particles carrying fixed 20 µC/g charge 

distribution are larger than those of particles carrying saturation charge distributions. It is 

also seen from Figure 6-5 that the imagine forces for particles carrying the saturation 

d (�m) 

Force (N) 

 Imagine forces  

Boltzmann charge 
 

20 µµµµC/g charge  

Saturation charge E=10000kv/m 

Saturation charge  
E=5000kv/m 
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charge distribution in an electric field of 5000 kV/m are smaller than that in 10000kV/m. 

Compared to Figure 6-4, Figure 6-5 shows that the imagine forces are smaller than the 

combined Coulomb forces.  

 
 
 

 
 
Figure 6-6.  Variation of the polarization forces with the particle diameter for polystyrene 

particles in different electric fields. 

 
 
      Figure 6-6 shows the variation of the polarization forces with the particle diameter for 

polystyrene particles in different electric fields. Similar to Figure 6-5,  Figure 6-6 shows 

that the polarization forces increase with the increase of the particle diameter;  the 

polarization forces for particles in an electric field of 5000 kV/m are smaller than that in 
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10000kV/m. Compared to Figures 6-4 and 6-5, Figure 6-6 shows that the polarization 

forces are smaller than the imagine forces and combined Coulomb forces for particles 

carrying the saturation and fixed 20 µC/g charge distribution but larger than the imagine 

forces and combined Coulomb forces for particles carrying the average Boltzmann 

charge distribution.  

 
 
 

 
 
Figure 6-7.  Variation of the capillary and pull-off forces with the particle diameter for 

resuspension of polystyrene particles from a polystyrene substrate. 

 
 
     Figure 6-7 shows the variation of the capillary and pull-off forces with the particle 

diameter for resuspension of polystyrene particles from a polystyrene substrate. It can be 

d (�m) 

Force (N) 

Capillary forces 

Pull off forces, DMT 

Pull off forces, JKR 
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seen from Figure 6-7 that the capillary and pull-off forces increase with the increase of 

the particle diameter, and capillary forces are much larger than the pull-off forces. . 

Compared to Figures 6-4, 6-5 and 6-6, Figure 6-7 shows that the capillary forces can be 

smaller than the combined Coulomb forces for particles carrying the saturation and fixed 

20 µC/g charge distribution, also can be smaller than the imagine forces for particles 

carrying the fixed 20 µC/g charge distribution, but can be larger than the polarization 

forces, also can be are larger than the imagine forces for particles carrying the saturation 

and Boltzmann charge distribution. 

 

 
Figure 6-8.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with an 

average Boltzmann charge distribution from a polystyrene substrate in the presence of 

different electric fields without capillary effects. Coulomb force and dielectrophoretic 

force are directed towards the substrate. 
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Figure 6-9.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with 

saturation charge distribution from a polystyrene substrate in the presence of different 

electric fields without capillary effects. Coulomb force and dielectrophoretic force are 

directed towards the substrate. 

 
6.8.2 Critical Shear Velocity Analysis 

In this section the results for detachment of particles of different sizes and various 

materials from substrates of various materials are presented and discussed. All results are 

presented in term of critical shear velocity, *
cu , which is the minimum shear velocity 

needed to remove a particle from the substrate. Here for the particles in the turbulent 

flow, the near-wall velocity during the burst/inrush of turbulent flow was used in the 

analysis. 

Polystyrene-polystyrene 
Saturation charge 
 

d (�m) 10
1

10
2

10
1

10
2

10
3

10
4

d (µm)

u c*  (c
m

/s
)

Glass−Glass
JKR
Sublayer Sliding

Rolling
 

Moist Air
With Capillary
Without Capillary
Experimental Data

JKR 
 

DMT 
 

Maugis-Pollock 

E=5000kV/m 
 

E=10000kV/m 
 

Coulomb force � 
Dielectrophoretic force � Without capillary effects 



www.manaraa.com

 143 

 

 
Figure 6-10.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with 20 

�C/g charge distribution from a polystyrene substrate in the presence of different electric 

fields without capillary effects. Coulomb force and dielectrophoretic force are directed 

towards the substrate. 

 

Figures 6-8, 6-9 and 6-10 show the variations of *
cu  with particle diameter as 

predicted by different adhesion models in different electric fields for the rolling 

detachment of polystyrene particles with Boltzmann charge, saturation charge and fixed 

20�C/g charge respectively from a polystyrene substrate for dry conditions. Here 

Coulomb force and dielectrophoretic force are directed towards the substrate. Figure 6-8 

shows that the critical shear velocity decreases with the increase of the particle diameter.  
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That is, as expected small particles are more difficult to remove than the larger ones.  

Figure 6-8 also shows that the critical shear velocity as predicted by the JKR adhesion 

model is the largest.  The predicted critical shear velocity by the DMT model is less than 

that by the JKR model.  The predicted value by the Maugis-Pollock model, which 

accounts for plastic deformation, is lower than those by the JKR and the DMT models for 

elastic deformation.  The differences are small for smaller particles, but become relatively 

large for larger particles. As mentioned in Chapter 5, these differences are due to the 

variations of the maximum adhesion resistance moments for the JKR, the DMT and the 

Maugis-Pollock models.  Figure 6-8 also shows that the critical shear velocities in an 

electric field of 5000 kV/m are lower than those in 10000kV/m.  The reason is that the 

electrostatic forces increase with the increase of electric field intensity. The differences 

are small for smaller particles, but become large for larger particles. The reason is larger 

particles carry more charges, as seen from equations (6-3) and (6-5), though imagine 

force for Boltzmann charge decrease with the increase of the particle diameter, however, 

overall, the electrostatic forces still increases with the increase of the particle diameter, as 

shown by equation (6-8).   

 

Figures 6-9 and 6-10 show similar trend as that in Figure 6-8.  The critical shear 

velocity predicted by the JKR adhesion model is the largest, and the predicted value by 

the Maugis-Pollock model is lower than those by the JKR and the DMT models; The 

differences are small for smaller particles, but become relatively large for larger particles; 

The critical shear velocities in an electric field of 5000 kV/m are lower than those in 

10000kV/m; For Figure 6-9, the differences are small for smaller particles, but become 

large for larger particles. While for Figure 6-10, though the differences are small for 

smaller particles, and become large for larger particles. However, for particles larger than 

30�m, the differences become smaller again. The reason is for a fixed charge of 20 �C/g, 

if particles are larger than 30�m, the imagine forces can become comparable to or larger 

than the combined Coulomb and dielectrophoretic forces, while imagine forces are 

independent of electric fields. Therefore, electric fields have less effect on large particles 

where imagine forces are larger or comparable to the combined Coulomb and 

dielectrophoretic forces. Figure 6-9 shows that the critical shear velocity decreases with 
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the increase of the particle diameter. Compared to Figure 6-8, Figure 6-9 shows higher 

shear velocities. The reason is the electrostatic forces acting on particles with a saturation 

charge are much higher than those with an average Boltzmann charge. Figure 6-10 shows 

that for small particles, the critical shear velocity decreases with the increase of the 

particle diameter; for large particles, the critical shear velocity increases with the increase 

of the particle diameter due to higher level of charges that large particles obtained for a 

fixed charge of 20 �C/g. Compared to Figure 6-8, Figure 6-10 shows higher shear 

velocities for large particles. For small particles, shear velocities in Figures 6-8 and 6-10 

are almost same. Compared to Figure 6-9, Figure 6-10 shows higher shear velocities for 

large particles and lower shear velocities for small particles. This is because for a fixed 

charge of 20 �C/g, the amount of charges on a particle is proportional to its mass; small 

particles have less charge, as less as those with Boltzmann charge distribution, but less 

than those with saturation charge distribution. Large particles have a much higher level of 

charge compared to those of Boltzmann charge distribution and saturation charge 

distribution. So for small particles, shear velocities in Figures 6-8 and 6-10 are almost 

same, while Figure 6-10 shows lower shear velocities than those of Figure 6-9. For large 

particles, Figure 6-10 shows higher shear velocities than those of both Figures 6-8 and 6-

9.  

Figures 6-11, 6-12 and 6-13 show the variations of *
cu  with particle diameter as 

predicted by different adhesion models in the presence of capillary effects and different 

electric fields for the rolling detachment of polystyrene particles with Boltzmann charge, 

saturation charge and fixed 20�C/g charge respectively from a polystyrene substrate. 

Here Coulomb force and dielectrophoretic force are directed towards the substrate.  The 

trends are similar to those observed in Figures 6-8, 6-9 and 6-10. Figure 6-11 shows that 

the critical shear velocity decreases with the increase of the particle diameter.  The model 

predictions from the JKR model are slightly higher than those from the DMT model.  The 

predictions from the Maugis-Pollock model for *
cu  are the lowest for large particles, but 

slightly higher than those from the DMT model for small particles. Compared to results 

presented in Figure 6-8, Figure 6-11 shows higher critical shear velocities. This implies 

that the presence of capillary force significantly increases the critical shear velocity for 

particle rolling removal. Figure 6-11 also shows that the critical shear velocities in an 
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electric field of 5000 kV/m are lower than those in 10000kV/m, but the differences are 

relatively smaller compared to results presented in Figure 6-8. Because the Figures are in 

logarithmic coordinate, this does not mean that the absolute values of the differences are 

smaller.  This means that when Coulomb force and dielectrophoretic force are directed 

towards the substrate, the relative effects of the electrostatic forces decrease in the 

presence of capillary effects.  

 

 
Figure 6-11.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with an 

average Boltzmann charge distribution from a polystyrene substrate in the presence of 

capillary effects and different electric fields. Coulomb force and dielectrophoretic force 

are directed towards the substrate. 
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Figure 6-12.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with 

saturation charge distribution from a polystyrene substrate in the presence of capillary 

effects and different electric fields. Coulomb force and dielectrophoretic force are 

directed towards the substrate. 

 

Figure 6-12 shows that the critical shear velocity decreases with the increase of the 

particle diameter. Compared to Figure 6-11, Figure 6-12 shows higher shear velocities. 

Figure 6-13 shows that for small particles, the critical shear velocity decreases with the 

increase of the particle diameter; for large particles, the critical shear velocity increases 

with the increase of the particle diameter due to higher level of charges that large 

particles obtained for a fixed charge of 20 �C/g. Compared to Figure 6-11, Figure 6-13 
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shows higher shear velocities for large particles. For small particles, shear velocities in 

Figures 6-11, 6-12 and 6-13 are almost same. Compared to Figure 6-12, Figure 6-13 

shows higher shear velocities for large particles and lower shear velocities for smaller 

particles.  

 

 
Figure 6-13.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with 20 

�C/g charge distribution from a polystyrene substrate in the presence of capillary effects 

and different electric fields. Coulomb force and dielectrophoretic force are directed 

towards the substrate. 

 

Similar to Figure 6-11, Figures 6-12 and 6-13 also show that the model predictions 

from the JKR model are slightly higher than those from the DMT model.  The predictions 
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from the Maugis-Pollock model for *
cu  are the lowest for large particles, but slightly 

higher than those from the DMT model for small particles. Compared to results presented 

in Figures 6-9 and 6-10, Figures 6-12 and 6-13 show higher critical shear velocities, 

which means that the presence of capillary force significantly increases the critical shear 

velocity for particle rolling removal. Figures 6-12 and 60-13 also shows that the critical 

shear velocities in an electric field of 5000 kV/m are lower than those in 10000kV/m, the 

differences are small for smaller particles, but become large for larger particles. But the 

differences are relatively smaller compared to results presented in Figures 6-9 and 6-10, 

which means that the relative effects of the electrostatic forces decrease in the presence of 

capillary effects. However, compared to Figure 6-10, for particles larger than 30�m, the 

differences in Figure 6-13 do not become smaller again. The reason is same, in the 

presence of capillary effects, the relative effects of the electrostatic forces are decreased. 

Same reason can explain that for small particles, Figure 6-9 shows higher shear velocities 

than those in Figures 6-8 and 6-10, while shear velocities in Figures 6-11, 6-12 and 6-13 

are almost same. 

  

Figures 6-14, 6-15 and 6-16 show the variations of *
cu  with particle diameter as 

predicted by different adhesion models in the presence of capillary effects and different 

electric fields for the rolling detachment of glass particles with Boltzmann charge, 

saturation charge and fixed 20�C/g charge respectively from a glass substrate. Here 

Coulomb force and dielectrophoretic force are directed towards the substrate.  The trends 

are similar to those observed in Figures 6-11, 6-12 and 6-13. Figure 6-14 shows that the 

critical shear velocity decreases with the increase of the particle diameter.  The model 

predictions from the JKR model are higher than those from the DMT model.  The 

predictions from the Maugis-Pollock model are the lowest. Figure 6-14 also shows that 

the critical shear velocities in an electric field of 5000 kV/m are lower than those in 

10000kV/m. Compared to Figure 6-11, Figure 6-14 shows lower critical shear velocities. 

This implies that for particles with Boltzmann charge distribution, detaching glass 

particles from a glass substrate is easier than detaching polystyrene particles from a 

polystyrene substrate.  Figure 6-15 shows that the critical shear velocity decreases with 

the increase of the particle diameter. Compared to Figure 6-14, Figure 6-15 shows higher 
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shear velocities for large particles. Figure 6-16 shows that for small particles, the critical 

shear velocity decreases with the increase of the particle diameter; For large particles, the 

critical shear velocity increases with the increase of the particle diameter due to higher 

level of charges that large particles obtained for a fixed charge of 20 �C/g. Compared to 

Figure 6-14, Figure 6-16 shows higher shear velocities for large particles. Compared to 

Figure 6-15, Figure 6-16 shows higher shear velocities for large particles and slightly 

lower shear velocities for smaller particles. For much smaller particles, shear velocities in 

Figures 6-14, 6-15 and 6-16 are almost same. 

 
Figure 6-14.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of glass particles with an average 

Boltzmann charge distribution from a glass substrate in the presence of capillary effects 

and different electric fields. Coulomb force and dielectrophoretic force are directed 

towards the substrate.  

Glass-glass 
Boltzmann charge 
 

d (�m) 10
1

10
2

10
1

10
2

10
3

10
4

d (µm)

u c*  (c
m

/s
)

Glass−Glass
JKR
Sublayer Sliding

Rolling
 

Moist Air
With Capillary
Without Capillary
Experimental Data

JKR 
 

DMT 
 

Maugis-Pollock 

E=5000kV/m 
 

E=10000kV/m 
 

Coulomb force � 
Dielectrophoretic force � 



www.manaraa.com

 151 

 
Figure 6-15.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of glass particles with saturation 

charge from a glass substrate in the presence of capillary effects and different electric 

fields. Coulomb force and dielectrophoretic force are directed towards the substrate. 

 

Similar to Figure 6-14, Figures 6-15 and 6-16 also show that the model predictions 

from the JKR model are higher than those from the DMT model.  The predictions from 

the Maugis-Pollock model are the lowest. Compared to Figure 6-12, Figure 6-15 shows 
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slightly higher critical shear velocities for large particles.  Because glass is basically an 

elastic material, JKR and DMT models may be more suitable. This implies that for small 

particles with fixed 20�C/g charge distribution, detaching glass particles from a glass 

substrate is easier than detaching polystyrene particles from a polystyrene substrate, for 

big particles, detaching glass particles from a glass substrate can be a little difficult than 

detaching polystyrene particles from a polystyrene substrate, but there is no big 

difference.  

 

 
Figure 6-16.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of glass particles with 20 �C/g 

charge from a glass substrate in the presence of capillary effects and different electric 

fields. Coulomb force and dielectrophoretic force are directed towards the substrate. 
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Figure 6-17.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with 

saturation charge distribution from a polystyrene substrate in the presence of capillary 

effects and different electric fields. Coulomb force and dielectrophoretic force are 

directed away from the substrate. 

 

Figures 6-17 and 6-18 show the variations of *
cu  with particle diameter as predicted 

by different adhesion models in the presence of capillary effects and different electric 

fields for the rolling detachment of polystyrene particles with saturation charge and fixed 

20�C/g charge respectively from a polystyrene substrate. Here Coulomb force and 

dielectrophoretic force are directed away from the substrate.  Figure 6-17 shows that the 

critical shear velocity decreases with the increase of the particle diameter.  The model 

predictions from the JKR model are slightly higher than those from the DMT model.  The 
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predictions from the Maugis-Pollock model for *
cu  are the lowest for large particles, but 

slightly higher than those from the DMT model for small particles. Compared to results 

presented in Figure 6-12, Figure 6-17 shows lower critical shear velocities for large 

particles, especially in an electric field of 10000 kV/m. This implies that in the presence 

of capillary force, when directed away from the substrate and under a strong electric 

field, Coulomb force and dielectrophoretic force significantly decrease the critical shear 

velocity for large particle rolling removal. Figure 6-17 also shows that the critical shear 

velocities in an electric field of 5000 kV/m are higher than those in 10000kV/m, but the 

differences are relatively larger compared to results presented in Figure 6-12, where 

Coulomb force and dielectrophoretic force are directed towards the substrate. This means 

that the relative effects of the electrostatic forces increase when Coulomb force and 

dielectrophoretic force are directed away from the substrate. 

 

Figure 6-18 shows that the critical shear velocity in an electric field of 5000 kV/m 

decreases with the increase of the particle diameter for small particles, but slightly 

increase for large particles. While in an electric field of 10000kV/m, the critical shear 

velocity decreases with the increase of the particle diameter.  The model predictions from 

the JKR model are slightly higher than those from the DMT model.  The predictions from 

the Maugis-Pollock model for *
cu  are the lowest for large particles, but slightly higher 

than those from the DMT model for small particles. Compared to results presented in 

Figure 6-13, Figure 6-18 shows lower critical shear velocities for large particles, 

especially in an electric field of 10000 kV/m. This implies that in the presence of 

capillary force, when directed away from the substrate especially under a strong electric 

field, Coulomb force and dielectrophoretic force significantly decrease the critical shear 

velocity for large particle rolling removal. Figure 6-18 also shows that the critical shear 

velocities in an electric field of 5000 kV/m are higher than those in 10000kV/m, but the 

differences are relatively larger compared to results presented in Figure 6-13, where 

Coulomb force and dielectrophoretic force are directed towards the substrate. This means 

that the relative effects of the electrostatic forces increase when Coulomb force and 

dielectrophoretic force are directed away from the substrate. 
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Figure 6-18.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles with 20 

�C/g charge distribution from a polystyrene substrate in the presence of capillary effects 

and different electric fields. Coulomb force and dielectrophoretic force are directed away 

from the substrate. 

 

Figures 6-19 and 6-20 show the variations of *
cu  with particle diameter as predicted 

by different adhesion models in the presence of capillary effects and different electric 

fields for the rolling detachment of glass particles with saturation charge and fixed 

20�C/g charge respectively from a glass substrate. Here Coulomb force and 

dielectrophoretic force are directed away from the substrate.  Figure 6-19 shows that the 

critical shear velocity decreases with the increase of the particle diameter.  The model 

predictions from the JKR model are higher than those from the DMT and Maugis-Pollock 
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Figure 6-19.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of glass particles with saturation 

charge from a glass substrate in the presence of capillary effects and different electric 

fields. Coulomb force and dielectrophoretic force are directed away from the substrate. 

 

models.  The predictions from the Maugis-Pollock model for *
cu  are the lowest. 
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critical shear velocities in an electric field of 5000 kV/m are higher than those in 

10000kV/m, but the differences are relatively larger compared to results presented in 

Figure 6-15, where Coulomb force and dielectrophoretic force are directed towards the 

substrate. This means again that the relative effects of the electrostatic forces increase 

when Coulomb force and dielectrophoretic force are directed away from the substrate. 

 

 
Figure 6-20.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of glass particles with 20 �C/g 

charge from a glass substrate in the presence of capillary effects and different electric 

fields. Coulomb force and dielectrophoretic force are directed away from the substrate. 
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predictions from the JKR model are slightly higher than those from the DMT and 

Maugis-Pollock models.  The predictions from the Maugis-Pollock model for *
cu  are the 

lowest. Compared to results presented in Figure 6-16, Figure 6-20 shows lower critical 

shear velocities for large particles, especially in an electric field of 10000 kV/m. This 

implies that in the presence of capillary force, when directed away from the substrate 

especially under a strong electric field, Coulomb force and dielectrophoretic force 

significantly decrease the critical shear velocity for large particle rolling removal. Figure 

6-20 also shows that the critical shear velocities in an electric field of 5000 kV/m are 

higher than those in 10000kV/m, but the differences are relatively larger compared to 

results presented in Figure 6-16, where Coulomb force and dielectrophoretic force are 

directed towards the substrate. This means again that the relative effects of the 

electrostatic forces increase when Coulomb force and dielectrophoretic force are directed 

away from the substrate. 

 

Figure 6-21 shows the variations of *
cu  with particle diameter as predicted by 

different adhesion models in the presence of capillary effects and different electric fields 

for the rolling detachment of glass particles with saturation charge from a steel substrate. 

Here Coulomb force and dielectrophoretic force are directed away from the substrate.  

Figure 6-21 shows that the critical shear velocity decreases with the increase of the 

particle diameter.  The model predictions from the JKR model are higher than those from 

the DMT and Maugis-Pollock models.  The predictions from the Maugis-Pollock model 

for *
cu  are the lowest. Compared to results presented in Figure 6-19, Figure 6-21 shows 

higher critical shear velocities.  

 

Figure 6-21 also shows that the critical shear velocities in an electric field of 5000 

kV/m are slightly higher than those in 10000kV/m, but the differences are relatively 

smaller compared to the results presented in Figure 6-19. This means that in the presence 

of capillary force, when Coulomb force and dielectrophoretic force are directed away 

from the substrate and under an electric field, the relative effects of the electrostatic 

forces are material dependent. The effect for rolling detachment of glass particles with 
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saturation charge from a steel substrate is smaller than that for rolling detachment of glass 

particles with saturation charge from a glass substrate.  

 
Figure 6-21.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of glass particles with saturation 

charge from a steel substrate in the presence of capillary effects and different electric 

fields. Coulomb force and dielectrophoretic force are directed away from the substrate. 
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decreases with the increase of the particle diameter.  For both case with or without 

capillary effects, the model predictions from the JKR model are higher than those from 
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the DMT and Maugis-Pollock models; For the case without capillary effects, the 

predictions from the Maugis-Pollock model for *
cu  are the lowest; While for the case with 

capillary effects, the predictions from the Maugis-Pollock model for *
cu  are the lowest for 

large particles, but slightly higher than those from the DMT model for small particles. It 

can be also seen from Figure 6-22 that capillary effects significantly increase the critical 

shear velocity.  Comparing the three lines without the capillary effects in Figure 6-22 

with those in Figures 6-8, 6-9 and 6-10 show that the electrostatic forces only have major 

effects on the increases of the critical shear velocity for large particle detachment. 

 

 
Figure 6-22.  Variation of the critical shear velocities with the particle diameter as 

predicted by different adhesion models for resuspension of polystyrene particles from a 

polystyrene substrate without electrostatic effects. 
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Figure 6-23. Comparison of the critical shear velocities as predicted by different adhesion 

models with the experimental data of Taheri and Bragg [25] (�) for resuspension of glass 

particles with an average Boltzmann charge distribution from a glass substrate in the 

presence of capillary effects. 
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from a nickel carrier bead with an average charge of C14103 −× , where the Coulomb 

force and dielectrophoretic force are directed away from the substrate, therefore, for toner  

particles carry different charges, there are corresponding critical electric detachment 

fields under which the particle electrostatic forces exactly balance the adhesion forces 

and thus particles can get detached.   

 
Figure 6-23 shows the comparison of the critical shear velocities as predicted by 

different adhesion models with the experimental data of Taheri and Bragg [25] (�) for 

resuspension of glass particles with an average Boltzmann charge distribution from a 

glass substrate in the presence of capillary effects. It can be seen from Figure 6-23 that 

the critical shear velocity decreases with the increase of the particle diameter, and the 

model predictions for the JKR theory are slightly higher than those for the DMT theory, 

and the predictions from the Maugis-Pollock model lead to the lowest critical shear 

velocities.  It also can be seen that the predicted critical shear velocities from the JKR and 

DMT models with capillary force agree very well with the experimental data of Taheri 

and Bragg [25] under humid air condition, while the predicted critical shear velocity from 

the Maugis-Pollock model with capillary force is somewhat slightly lower than the 

experimental data. The reason is the Maugis-Pollock model accounts for the plastic 

deformation at the particle-surface contact, but glass-glass contact is maybe better 

modeled with an elastic deformation model such as the JKR or DMT theory.   

 

      Figure 6-24 shows the comparison of the critical electric detachment fields for 13 �m 

particles by JKR model with the experimental data of Hays [7] for toner (PSL) particles 

on a nickel carrier bead without flow and capillary effects. It can be seen from Figure 6-

24 that the critical electric detachment fields increases with the increase of the charges 

carried by the particles. The reason is that Coulomb force and dielectrophoretic force are 

related to amount of charges and electric field, while imagine force is related to the 

square of amount of charges. When the charges increase, imagine force toward the 

substrate increases much fast than Coulomb force and dielectrophoretic force do, 

therefore, an increased electric field is need to increase Coulomb force and 

dielectrophoretic force further to balance the imagine force. Though polarization force is 
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related to the square of the electric field, but polarization force is too small to play an 

important role. Figure 6-24 shows that the predicted electric detachment fields from the 

JKR model are higher than the experimental data. The reason is that the toner particles 

are not smooth particles, the coarse surface roughness of the toner particles will decrease 

the particle adhesion force and therefore decrease the electric detachment fields. 

 
 

 
 

Figure 6-24. Comparison of the electric detachment fields for particles with the 

experimental data of Hays [7] for toner (PSL) particles on a nickel carrier bead without 

flow and capillary effects. Coulomb force and dielectrophoretic force are directed away 

from the substrate. 

 

 

Toner charge ( C10 14− ) 

PSL-nickel 
d=13�m 

JKR 
 

Experiment by Hays[7]  

Without capillary effects 

E (V/m) 

Coulomb force � 
Dielectrophoretic force � 



www.manaraa.com

 164 

6.9 CONCLUSIONS  

Particle resuspension including the effects of capillary and electrostatic forces based 

on the maximum adhesion resistance in turbulent flows is studied. The effective 

thermodynamic work of adhesion including the effects of electrostatic and capillary 

forces was used in the analysis.  The JKR, DMT and Maugis-Pollock models are 

extended to include the effect of electrostatic and capillary forces. The critical shear 

velocities for removal of particles of different sizes are evaluated. The model predictions 

are compared with the available experimental data. Based on the presented results the 

following conclusions are drawn:  

 
• The capillary forces significantly increases the critical shear velocity for particle 

detachment; while the electrostatic forces only have major effects on the increases 

of the critical shear velocity for large particle detachment. 

• The critical shear velocity predicted by the JKR adhesion model is somewhat 

higher than that predicted by the DMT and the Maugis-Pollock model.  

• In general, the Maugis-Pollock model leads to the lowest critical shear velocity. 

While for the rolling detachment of polystyrene particles from a polystyrene 

substrate in the presence of capillary effects, the predictions from the Maugis-

Pollock model for u* are the lowest for large particles, but slightly higher than 

those from the DMT model for small particles.   

• For particles in an electric field of 5000 kV/m or 10000kV/m with Boltzmann 

charge or saturation charge distribution, the critical shear velocity decreases with 

the increase of the particle diameter; While for particles with fixed 20�C/g charge 

distribution, the critical shear velocity decreases with the increase of the particle 

diameter for small particles, but increases with the increase of the particle 

diameter for large particles. 

• when Coulomb force and dielectrophoretic force are directed towards the 

substrate, the relative effects of the electrostatic forces decrease in the presence of 

capillary effects.   

• When Coulomb force and dielectrophoretic force are directed towards the 

substrate, shear velocities for large particles with fixed 20�C/g charges are higher 
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than that with Boltzmann and saturation charges; While shear velocities for 

smaller particles with fixed 20�C/g charges are higher than that with Boltzmann 

charge but lower than that with saturation charge; For very small particles, shear 

velocities for particles with Boltzmann, saturation and fixed 20�C/g charges are 

almost same.  

• In the presence of capillary force, when Coulomb force and dielectrophoretic 

force are directed away from the substrate, the relative effects of the electrostatic 

forces increase. These relative effects are material dependent. Under a strong 

electric field, Coulomb force and dielectrophoretic force significantly decrease the 

critical shear velocity for large particle rolling removal. 
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6.11 Nomenclature 
 
A     Hamaker constant    

a              contact radius, m 
ea            contact radius with capillary force, m  

M
a           contact radius reached at the maximum adhesion resistance moment, m 
ao             contact radius at zero applied load, m 

∗a      nondimensional contact radius 

Ma ∗        nondimensional contact radius at the maximum adhesion resistance moment 

 Cc          Cunningham factor 
d              particle diameter, m 

cd             particle diameter in cgs units, cm 

d
+ 

            nondimensional particle diameter 

E             electric field strength in mks units, V/m 

cE             electric field strength in cgs units, V/cm 

Ei             Young modulus of material i, 2N/m     

ce             electronic unit charge in cgs units, stC. 

e             electronic unit charge in mks units, C. 
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 Fc           capillary force, N 

FL            lift force, N 

poF           pull-off force, N  

DMT
PoF        pull-off force evaluated by DMT model, N 

JKR
poF         pull-off force evaluated by JKR model, N 

Ft            drag force, N 

H     hardness of material, Pa    

K    composite Young’s modulus, 2N/m  

k              Boltzmann constant in cgs units, ergs/K. 

Kn     Knudsen number 

MaxM       maximum adhesion resistance moment due to the applied normal load, N⋅m 

Mt           hydrodynamic moment, N⋅m 
DMT
MaxM      maximum resistance moment evaluated by DMT model, N⋅m 

DMT∗M     nondimensional resistance moment evaluated by DMT model, N⋅m 
DMT

MaxM ∗     nondimensional maximum resistance moment evaluated by DMT model, N⋅m 

JKR
MaxM       maximum resistance moment evaluated by JKR model, N⋅m 

JKRM∗      nondimensional resistance moment evaluated by JKR model, N⋅m 
JKR

MaxM ∗      nondimensional maximum resistance moment evaluated by JKR model, N⋅m 

MPM        resistance moment evaluated by Maugis-Pollock model, N⋅m 
MP
MaxM       maximum resistance moment evaluated by Maugis-Pollock model, N⋅m 

n              number of units of charge 

P             applied normal load, N 
∗P      nondimensional applied normal load 

MP          applied normal load at the maximum adhesion resistance moment, N 

MP∗        nondimensional applied normal load at the maximum adhesion resistance  

                moment 

Maxa)(P⋅   maximum adhesion resistance moment, N⋅m 



www.manaraa.com

 167 

t               time, s. 

T              Temperature, K. 

 *
cu           minimum shear velocity needed for detaching a particle from the substrate, m/s 

+
Mu           nondimensional maximum gas velocity at the mass center of the particle 

Mu           maximum gas velocity at the mass center of the particle 

∗u            shear velocity, m/s 

AW      thermodynamic work of adhesion, 2J/m   

e
AW          effective thermodynamic work of adhesion, 2J/m   

eJKR
AW      effective thermodynamic work of adhesion for JKR model, 2J/m  
eDMT
AW     effective thermodynamic work of adhesion for DMT model, 2J/m  

 
eMP
AW      effective thermodynamic work of adhesion for Maugis-Pollock model, 2J/m  

 
Y             yield stress of the material, Pa 

+y            nondimensional distance from the wall 

y              distance from the wall, m 

zo             minimum separation distance, m 

 
Greek letters 
 
	             half particle-liquid contact angle, rad 

	o           overlap between the particle and surface, m 

�             dielectric constant of the particle, dimensionaless. 

0ε           permittivity, amp •s /V•m 

�             wetting angle, rad 

�             mean free path of air, m   

ν          kinematic viscosity of air, 2m /s 

i�            Poisson’s ratio of material i       


             density of air,  kg/ 3m  

p
           density of particle and substrate material, kg/ 3m  

�     surface tension of water, N/m 
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CHAPTER 7. PARTICLE RESUSPENSION AND TRANSPORT DUE  

                        TO HUMAN WALKING IN INDOOR ENVIRONMENT  

7.1 INTRODUCTION  

       Particle resuspension from the flooring due to human walking is believed to be a 

source of particulate matter (PM) concentration in the indoor environment.  PM 

resuspension from the floor generates the so-called “personal cloud” and could 

significantly affect the personal exposure of the occupants to the particles.  Robinson et 

al. (1991) reported that people spend around 87% of their time indoors.  EPA’s Particle 

Total Exposure Assessment Methodology (PTEAM) report pointed out that about 14% of 

the 
2.5PM  and 26% of the 10PM  are from unidentified sources. By applying receptor 

modeling to the data collected for the PTEAM study, Yakovleva et al. (1999) found that 

30% of personal 10PM  exposure is due to resuspended particles.  Munir et al. (1995) and 

Rullo et al. (2002) reported that daycare centers could be the sources of children’s 

exposure to mites, cockroaches, and dog and cat allergens.  Long et al. (2001) reported 

that indoor activities could result in the increase of PM concentration up to several orders 

of magnitude higher than the background levels. Thatcher et al.  (1995), Long et al. 

(2000) and Ferro et al. (2004) showed that the indoor activities, including walking, floor 

vacuum cleaning and sitting on upholstered furniture, leads to elevated PM 

concentrations. Roberts et al. (2004) hypothesized that deep dust remaining in a carpet is 

a major source of floor particle emission.  

 

       Particle adhesion and removal were reviewed by Krupp (1967), Visser (1972), Tabor 

(1977), Bowling (1985) and Berkeley (1980).  Johnson, Kendall and Roberts (1971) 

developed the JKR adhesion model to include the effects of the surface energy and 

surface deformation on particle adhesion and detachment. Derjaguin, Muller and Toporov 

(1975) developed a particle adhesion theory, which now is referred to as the DMT model.  

 

       Particle resuspension has been studied by a number of researchers. More recent 

models on particle resuspension were reported by Soltani and Ahmadi (1994,1995,1995) 

and Ibrahim et al. (2003). Podczeck et al. (1997) discussed the influence of relative 
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humidity on adhesion. Recently, Ahmadi, Guo and Zhang (2007) studied particle 

adhesion and detachment in turbulent flows including the effects of capillary forces using 

the JKR adhesion theory and the rolling and sliding detachment models. Ziskind et al. 

(1997) described a model for rolling detachment of a sphere from a surface. Accordingly, 

the detachment occurs when the sum of hydrodynamic moments exceeds the maximum 

adhesion resistance moment evaluated for the JKR and the DMT models. Zhang and 

Ahmadi (2007) extended this approach to include the effect of capillary force and plastic 

surface deformation.  Madler and Koch (1997, 1999) studied particle resuspension caused 

by an impacting disk. They used a one-dimensional, compressible, adiabatic flow model 

for evaluating the radial flow velocity. Their model, however, underestimated the 

experimental data for high-energy conditions.  Recently, Khalifa and Elhadidi (2007) 

studied particle resuspension due to a uniformly falling disk. They also computed particle 

trajectories inside the gap between the falling object and the floor and found that 

particles, levitated from floor locations close to the object center, are eventually driven 

downward by the descending disk, and are less likely to be resuspended. They suggested 

that only particles near the outer radius of the disk are likely to be resuspended in the 

environment.  

 

       Gait cycles and the associated foot movement were studied by a number of 

researchers in the past.  Cham and Redfern (2002) reported that after the heel contacts the 

floor, the foot rotates rapidly to reach the flat position at an angular velocity of 223.8 

degrees per second. Henty et al. (1999) found that after the heel contacts the floor, the 

angular velocity decreases, and the maximum foot angular velocity for the stepping down 

process is around one half to two thirds of that for the stepping up process.  Pachi and Ji 

(2005) studied the stepping frequency and the speed of people walking.  Accordingly, 

typical people walk with an average frequency of 2.0Hz and a velocity of 1.4 meters per 

second, with a step-length of 0.75 meter for men and 0.67 meter for women. 

 

       In this work, resuspension, deposition and the spreading of particles from floors due 

to human walking are studied.  A model for particle resuspension, deposition and 

transport is developed. The foot stepping process, down and up, is treated as the motions 
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of two equivalent circular disks moving toward or away from the floor.  The airflow 

generated from this squeezing film is assumed to be laminar, and the corresponding gas 

velocity was evaluated.  The effects of grooves on the shoe bottom are accounted for in 

the analysis.  The JKR adhesion theory and the hydrodynamic drag and lift forces are 

included in the rolling detachment model that was used in the analysis.  The areas under 

the shoe for which the particles of different sizes are detached in one gait cycle are 

evaluated.  Particle re-deposition, turbulent dispersion and Brownian diffusion effects are 

included in the model. PM concentrations in a room due to resuspension of particles of 

different sizes from the floor for a number of gait cycles are evaluated.   Particle 

resuspension was also investigated experimentally while people walk in a full size 

chamber in a controlled lab.  The particle concentrations for certain size range are 

measured. The model predictions for the concentration in the room and resuspension rate 

are compared with the experimental data and good agreements are found. 

 

7.2 FOOT STEP DOWN AND UP MODEL 

       In this section, a simple model for the foot stepping down and up motion is described 

and the corresponding near floor airflow velocity is estimated.   Figure 7-1 shows the 

schematic of a foot (shoe) movement near a surface.  The toe and the heel part of the foot 

(shoe) are modeled as two circular disks with radius R connected with a bridge.  There 

are grooves at the toe and the heel of the shoe. The distance between the bottom of the 

bridge and the floor is much larger than the depth of these grooves, so the gas velocity 

generated by the bridge is much smaller than those generated by the toe and the heel of 

the shoe, and therefore its effect on particle resuspension is neglected. 

 

       Figure 7-2 shows the schematic of a circular disk with radius R moving toward a 

stationary plate with velocity fV . Assuming axisymmetric flows with 

z)(r,VV rr = , (z)VV zz = , p(r)p = , the continuity equation is given as 

                                                     ( ) 0
dz

dV
rV

rr
1 z

r =+
∂
∂

.                                             (7-1) 

The momentum equation in the r direction under the lubrication approximation is given 

as 
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                                 Figure 7-1. Foot step down and up model 
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Figure 7-2. Schematic of a circular disk moving toward a stationary infinite plate with 
velocity fV .  
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where µ is the dynamic viscosity of the air.  Equations (7-1) and (7-2) can be solved with 

non-slip boundary conditions using a method similar to the one described by Leal (1992). 

The approach is briefly outlined here.   

                                 

       Differentiate equation (7-1) with respect to r, it follows that: 

                                       ( ) 0rV
rr

1
r r =�

�

�
�
�

	

∂
∂

∂
∂

.                                                                (7-3) 

Using equation (7-3) simplifies equation (7-2), that after integration with respect to z, it 

follows that: 

                                                  
( )

�2
zhz

dr
dp

V
2

r
−= ,                                                        (7-4) 

Integrating equation (7-1) over � �
h

0

r

0
�rdrdz2  and rearranging, it follows that: 

                                          0V�rdzV�r2 f
2h

0 r =+� .                                                      (7-5) 

Using equation (7-4), equation (7-5) reduces to: 

h
r

z

R

fV
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                                                   3
f

h
�rV6

dr
dp = .                                                               (7-6) 

From equations (7-4) and  (7-6), it follows that: 

 

                                                 
( )

3

2
f

r h
zzhrV3

V
−= ,                                                      (7-7) 

where h is the distance between the disk and the plate.  For z=0.5h, rV  reaches the 

maximum value rmaxV given by:  

                                                  
h
rV3

4
1

V f
rmax = .                                                           (7-8) 

Cham and Redfern (2002) reported that after the heel contacts the floor, the foot rotates 

down on the floor rapidly to reach the flat position with an angular velocity of about 224 

degrees per second.  This rotation happens in about 0.1 second, which is about 15% of 

the period of heel contact to toe taking off in the gait cycle. Henty et al. (1999) reported 

that after heel contact, the angular velocity decreases, so it is reasonable to use half of the 

initial value as an average angular velocity.  Assuming that the length of the shoe is 30 

cm, the radii of the toe and the heel part of the shoe are both 5 cm, and the average 

distance from the toe to the back tip of the heel is 25 cm, then the average step down 

velocity of the toe is about                                                      

                                                          0.5Vf =  m/s,                                                      (7-9)   

and the average step down velocity of the heel is  

                                                          0.1Vf =  m/s.                                                     (7-10) 

These are estimated based on the rotation of the shoe about the heel contact. 

 

       When the foot reaches the flat position, it is assumed that there is a gap h of about 1 

mm, due to the grooves at the bottom of the shoe.  Therefore, the maximum airflow 

velocity maxVr  for the toe and heel are, respectively, about 18.3 m/s and 3.7 m/s.  That is, 

for the stepping down state, the maximum radial velocity of 18.3 m/s occurs at the tips of 

the toe, and the corresponding Reynolds number eR  is 1220; therefore, the flow is in the 

laminar regime. 
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       Equations (7-7) and (7-8) are also valid for the stepping up process. As mentioned 

above, Cham and Redfern (2002) reported that after the heel contacts the floor, the foot 

rotates down on the floor with an angular velocity of about 224 degrees per second, while 

Henty et al. (1999) reported that after heel contact, the angular velocity decreases.  Here 

we assume the average angular velocity is 112 degrees per second, 224 degrees per 

second being the maximum angular velocity during the stepping down process.  Henty et 

al. (1999) also reported that the maximum foot angular velocity at the stepping down 

process is around one-half to two thirds of that at the stepping up process. In this study, 

we assume this value is one half, so the foot maximum angular velocity at the stepping up 

process is double of that at the stepping down process and equals 448 degrees per second.   

 

       At the initial stepping up process, the heel is rotating around point C in Figure 7-1b, 

which is the contact point of the bridge and the toe. The distance between A and C is 

about 20 cm, and the average rotation radius for the heel is the distance from the center of 

the heel to point C, which is 15 cm. As for the toe, after the rise of the heel, it begins to 

rotate around point D in Figure 7-1b, which is the tip of the toes. The average rotation 

radius for the toe is the distance from the center of the toe to point C, which is 5cm. In 

addition, based on the measurement by Henty et al. (1999), the initial stepping up angular 

velocity for the toe is about 1/6 of the maximum stepping up angular velocity, and for the 

heel, the initial stepping up angular velocity is about 1/36 of the maximum value. 

Therefore, the initial stepping up angular velocity for the toe and heel are, respectively, 

about 75 degrees per second and 12 degrees per second with rotation radii of 5 cm and 15 

cm. Therefore, the initial step up velocity of the toe is 

                                                  065.0V =f  m/s,                                                        (7-11) 

and the initial step up velocity of the heel is  

                                                  033.0V =f  m/s.                                                        (7-12) 

Obviously, the maximum radial velocity at stepping up is much smaller than that at 

stepping down. 

 

       Equations (7-7) and (7-8) are valid for the squeezed airflow between the shoe and the 
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floor in the range of .Rr ≤  Airflow outside the toe and heel of the shoes cannot be 

estimated by these equations. The external airflows around the toe and the heel regions 

are modeled as a radial wall jet.   

  

       A radial wall jet occurs when one side of the radial jet is constrained by the presence 

of a wall.  Glauert (1956) reported a similarity solution for laminar radial wall jet. 

Accordingly, the airflow velocity outside the heel and the toe of the foot is given as: 

                                              
( ) 2.75
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r R
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h
zzhRV3

V
−
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�
�
�

	−= .                                        (7-13) 

Here it is assumed that the virtual origin is at the center of the toe or the heel of the foot 

at r=0. Here z is the vertical coordinate. 

 

7.3 ADHESION MODELS 

       In this section, a brief summary of the adhesion models used in this study are 

presented.  

 

7.3.1 JKR Model  

       The Johnson-Kendall-Robert (1971) (JKR) particle adhesion theory accounts for the 

effects of surface energy and elastic deformation of a sphere in contact with an elastic 

half-space.  Accordingly, a finite contact area forms and the radius of the contact circle, 

a, is given as:  
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is the composite Young’s modulus.  Here, d is the particle diameter, P is the applied 

external load, and �i and Ei are, respectively, the Poisson ratio, and the Young modulus of 

material i (i=1 or 2).  In Equation (7-14), AW  is the thermodynamic work of adhesion.   

    According to the JKR model, the pull-off force poF is given by: 
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                                                         d�W
4
3

F A
JKR
po = .                                       (7-16) 

At the moment of separation, the contact radius is given by: 

                                                         
3
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d�W3

a ��
�

�
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�

	
= .                                                (7-17) 

 

7.4 DETACHMENT MODELS  

       Particles can be detached by rolling, sliding or lifting mechanisms.  Wang (1990) and 

Soltani and Ahmadi (1994, 1995) pointed out that the removal of spherical particles is 

more easily achieved by the rolling motion, rather than sliding or lifting.  In this work, 

therefore, only the rolling detachment of spherical particle is analyzed. 

 

7.4.1 Rolling Detachment Model  

       Figure 7-3 shows a spherical particle which is attached to a plane surface. Here a is 

the contact radius, gF  is gravity force, poF is pull-off force.   According to Tsai et al. 

(1991) and Soltani and Ahmadi (1994,1995a), a particle will be detached when the 

external force moment about point “O”, the rear point at the perimeter of the contact 

circle, overcomes the resisting moment due to the adhesion force poF . That is,  

                                               aFaF)	
2
d

(FM poLrtt ≥+−+ ,                                      (7-18)  

where Ft is the total external force acting on the particle (e.g., the fluid drag force), r	  is 

the relative approach between the particle and surface (at equilibrium condition), Mt is 

the external moment of the surface stresses about the center of the particle, and FL is the 

lift force acting on the particle. In most cases, r	  is negligibly small and can be 

neglected.  

 

7.4.2 Sliding Detachment Model  

      The condition for sliding detachment of a particle is given as:  

                                                        )F-F(kF Lpoft ≥ ,                                       (7-19)  

where fk is the coefficient of static friction for particle-surface interface.  
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Figure 7-3. Geometric features of a spherical particle attached to a flat floor surface. 

 

7.5 SURFACE ROUGHNESS MODEL  

      Real surfaces are rough at certain scales and even a small roughness significantly 

affects the force of adhesion. Fuller and Tabor (1975) studied the influence of surface 

roughness on the adhesion between rubber and a hard substrate. The analysis of Johnson 

et al. (1971) of the contact of elastic spheres is applied to the contact of individual 

asperities. They postulated that all asperities have the same radius with their heights 

following a Gaussian distribution.  Soltani and Ahmadi (1995a) and Soltani et al. (1995) 

developed an analytical expression for the total pull-off force for detachment of slightly 

rough particles from rough or smooth surfaces.  Accordingly, 

LF
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                                            ( ) ]/0.6exp[Nf�aF 2
cpo

2
po −= ,                                       (7-20) 

where N is the number of asperities per unit area, and a is the contact radius given by: 

                                             
( )

K2

]/0.6dexp[�Nf
a

2
cpo −

= .                                          (7-21) 

 Here pof  is the pull-off force for individual asperity contact, which is given by: 

                                                         ��W1.5f Apo = ,                                                   (7-22) 

where  β is the radius of an asperity, which is assumed to be given as: 

                                                             d0.02� = .                                                       (7-23) 

As noted before, these equations are for the cases when the surface roughness is much 

smaller than the particle size.  In Equation (7-21) c  is a nondimensional roughness 

parameter defined as: 

                                                            /�� cc = ,                                                        (7-24) 

where c�  is the maximum extension of the tip of an asperity above its undeformed height 

before the adhesion contact breaks, and σ is the standard deviation of the surface 

roughness height.  For natural surfaces, σ, β and N are related  (Greenwood  and 

Williamson, 1966).  That is: 

                                                           1.0��N = .                                                         (7-25) 

According to the JKR adhesion theory, c�  is given by: 
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       Note that in the presence of compressive loads, relatively soft particles and/or 

substrates may undergo plastic deformation.  In this case the JKR theory is no longer 

applicable, and the Maugis-Pollock (1984) theory must be extended to rough surfaces and 

be used.   

  

       Combining equations (7-20), (7-21), (7-22) and (7-25), it follows that: 
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      Using equation (7-22), (7-23), (7-24) and (7-25), one finds: 
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      For c , a Gaussian distribution can not get results that agree with all the 

experimental data, so here c is assumed in the range of 0.675 to 1.325 and has a dual-

Gaussian distribution: 

                   For  0.012�1.0,�1.075,0.925 11c ==≤≤ ;                                          (7-30)   

                   For other c ,  15�1.0,� 22 == .                                                              (7-31)  

 

      Here  1�  and  2�  are the expect values of the c ; 1�  and 2�  are standard deviations 

of c . 

 

7.6 HYDRODYNAMICS FORCES AND TORQUES  

        In this section, the forces and torques acting on a particle in contact with a surface 

are briefly outlined.  For a particle attached to the floor, the drag force acting in the radial 

direction is given as: 

                                                      r
c

t V
C
�f�d3

F = ,                                                       (7-32)  

where f =1.7009 is the correction factor for the wall effect given by O’Neill (1968).  Here 

rV  is the radial fluid velocity at the location of the mass center of the particle.  The 

Cunningham factor is given as (Fuchs, 1964; Friedlander, 1977): 

                                     1/Kn)]0.4exp(-1.  [1.257Kn   1  Cc ++= .                                   (7-33)  

Here the Knudson number is defined as:  

                                                           
d
�2

Kn = ,                                                    (7-34)            
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where � is the air mean free path (typically about  0.07�m under normal conditions)   

 

       In the presence of small surface roughness, the distance of the particle center to the 

zero velocity point is given as (Soltani and Ahmadi, 1995a):   

                                                       �2.76
2
d

z += .                                                      (7-35) 

Note that the distance of relative approach and elastic deformation of asperities are 

ignored. 

 

       Drag force can be obtained by using equations (7-7), (7-13) and (7-32).  That is: 

Inside the contact area: 

                                       3
c

2
f

t hC
)zzh(�f�drV9

F
−= ,        Rr ≤ .                                   (7-36) 
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Note that the distance of the center of the sphere from the zero velocity level, z, is given 

by equation (7-35). 

       

      The corresponding hydrodynamic moment is: 

                                               2
rwt dV��g2M = ,                                                   (7-38) 

where rV  is the  fluid velocity at the location of the mass center of the particle,  with 

0.943993 gw =  accounting for the wall effect.  Using (7-7) and (7-13), the expressions 

for the hydrodynamic moment are given as:  

Inside the contact area:  
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Outside the contact area: 
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       The lift force acting on the particle as suggested by Mei (1992) is given as:  
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      In equation (7-41), LSaffF is the Saffman lift force, 

                                      ( )
2/1

r

r21
r

2
LSaff

dzdV

dzdV

�Vd1.61F = .                                      (7-44) 

 

      For particles located on the tips of the toe or the heel of a shoe with r=5cm, h=1mm, 

for stepping down of the toe with fV =0.49m/s, the airflow velocity at the mass center of 

particles with diameters of 1µm,  10µm,  and 100µm, are, respectively, 0.044m/s, 

0.44m/s and 4.16m/s. The corresponding esR  are, respectively, 0.0012, 0.24 and 23.2.   

Therefore, since esR  is smaller than 40, equation (7-41) for the lift force can be used. 

 

7.7 PARTICLE DETACHMENT   

       Soltani and Ahmadi (1994) evaluated the minimum critical shear velocity for remov-

ing different size particles in the presence of the adhesion (van der Waals) force.  

Recently, Ahmadi et al. (2007) studied particle adhesion and detachment in turbulent 

flows and included the effect of capillary forces using the JKR adhesion theory.  In this 

section, the rolling detachment of particles due to the flow generated by foot motion in 
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the gait cycle is analyzed and the corresponding critical radii under the toe and heel that 

particles of different sizes that are removed are evaluated.  

 

       During the stepping down or up of the foot in the gait cycle, a squeezing film flow is 

generated near the contact areas.  As a result, a drag force tF , a lift force LF  and a 

hydrodynamic moment tM  are exerted on the particles that are attached to the floor.  

Equation (7-19) implies that when the net external torque overcomes the resisting 

moment due to the adhesion force poF , the particle is detached.   

 

       Equations (7-7) and (7-13) show that  the  squeezing   flow  velocity  varies  with  the  
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        Figure 7-4. Schematic of critical radial distance c
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outr  for particle detachment. 
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radial distance from the center of the disk, as well as the distance from the floor.  In 

addition, the velocity magnitude increases as the gap size h decreases and the foot up and 

down velocity increases.  The velocity at the center of the particle increases with particle 

size as z increases.  Thus, larger particles are more easily detached.   

  

      Figure 7-4 shows the schematics of typical particles on a smooth floor when the toe 

or the heel of a shoe, modeled as a circular disk, is approaching. Assume that particle ‘a’ 

is at the centerline and particle‘d’ at the borderline as shown in the figure.  Particles ‘b’ 

and ‘c’ are located within the projection area of the heel and toe, particles ‘e’ and ‘f’ are 

outside. The air speeds experienced by these particles vary with the distance from the 

centerline.  Equations (7-7) and (7-13) shows that the air speed increases with distance r 

within the projection area then decreases with r in the outside region; thus, particles 

within a certain range of distances are detached.   

 

       For particle rolling detachment including the lift force, substituting equations (7-28), 

(7-36), (7-37), (7-39), (7-40) and (7-41) into equation (7-18), and after some algebra, the 

critical radii for particle detachment, c
inr and c

outr , are evaluated. These are: 
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That is, for a given particle diameter, particles within the critical radii, c
inr and c

outr , will be 

detached. This region is shaded in Figure 7-5.   

 

       Similarly, the critical radii for sliding detachment may be obtained.  These are, 
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                          Figure 7-5. Schematic of particle detachment region. 
 
 

7.8 PARTICLE RESUSPENSION MODEL  

       After being detached, a particle can roll or slide on the floor, or it could get 

resuspended into the air. The adhesion force for a detached particle vanishes since the 

van der Waals force is very short ranged.  There, however, could be electrostatic forces 
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which have longer ranges.  The role of electrostatic forces is currently under investigation 

and the results will be reported in the near future.   

 

       The present model assumes that a particle can be resuspended only if the lift force is 

larger than the gravity force.  That is,   

                                                               gL FF > .                                                      (7-49)      

 

      The lift force given by equation (7-44) varies with radial position r.  Thus, similar to 

the critical radii for particle detachment, critical radii s
inr and s

outr  for particle resuspension 

(after detachment) are evaluated by comparing the lift force with the gravity force.  

Accordingly,  
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That is, the detached particles with s
out

s
in rrr ≤≤  will be resuspended.  However, for 

stepping down process, not all resuspended particles located inside the region of the disk 

can be released to the environment, many of them will be caught by the falling disk. 

Assume only resuspended particles located near to the tip, out side R-h region of the disk 

can be released to the environment. In summary, only particles that are located at a radius 

larger than the maximum of ( c
inr , R-h and s

inr ),  and smaller than the minimum of  

( c
outr and s

outr ) will be detached and resuspended in the environment.  

 

7.9 PARTICLE DEPOSITION MODEL      

       Resuspended particles could be re-deposited because of Brownian motion, turbulent 

eddy impaction and gravitational sedimentation.  The particle deposition velocity Du  may 

be estimated as (Wood, 1982): 

                                 �g)�0.00045S(0.057uu
23

2

cD ++= +−∗ ,                                   (7-52) 
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where cS is the Schmidt number given by: 

                                                             
D
�

Sc = .                                                         (7-53)                                                         

 Here  D is  the diffusion coefficient given by: 

                                                         
��d3

kTC
D c= ,                                                    (7-54) 

where T is temperature,  k is Boltzmann constant and cC is the Cunningham correction 

factor.  In Equation (7-52), τ and +�  are dimensional and nondimensional particle 

relaxation time, defined by:  
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+ = .                                 (7-55)                             

Here, ∗u  is shear velocity, µ is air dynamic viscosity, and ν is air kinematic viscosity.  

 

       The deposited mass of a cloud of particles of a given size at the nth time step dnM  is 

calculated by:  

                                                    tSCuM n1)m(nDdn −= ,                                          (7-56) 

where  nS is the average projection area of the particle cloud,  t  is the step time period, 

1)m(nC −  is the particle mass concentration in the cloud at the beginning of the step and is 

given as: 

                                                          
1)c(n

1)s(n
1)m(n V

M
C

−

−
− = ,                                            (7-57) 

where  1)s(nM −  is the mass of the suspended particles at step period  n-1,  and 1)c(nV −  is the 

corresponding volume of the particle cloud. The transport model for the particle cloud is 

discussed in the subsequent section.  

 

7.10 PARTICLE CLOUD TRANSPORT MODEL 

       For every step, a small cloud of resuspended particles is formed.  Here we assume 

that the cloud has a cylindrical shape.  These particle clouds are transported and dispersed 

by the airflow generated by the motion of the foot and the air circulation in the room.  
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Therefore, the size of the cylindrical clouds grows with time as shown schematically in 

Figure 7-6.  When a person walks back and forth in a room or in a test chamber, an 

increasing number of growing particle clouds is generated.  The volume of the particle 

clouds increases with time and the corresponding particle concentration decreases.  The 

particle mass concentration at a point at a given time is calculated by summing up the 

particle mass concentration of all the clouds that reach that point. 

 

       Due to the ventilation system, the room background velocity is typically about 

0.2m/s, and the corresponding turbulent fluctuation velocity is about 0.01m/s. Therefore, 

in the absence of human walking, the particle cloud will disperse with a speed of 0.01m/s. 

However, wake flow generated by the back and forth walking of a person generates large 

scale eddies and turbulence fluctuations that are much larger than the background.  

 

        In the experimental study of Qian and Ferro (2007), human subjects walked back 

and forth along a 16 feet floor at a speed of about 1.4m/s.  The air turbulent velocity 

fluctuation was u’=0.35m/s (estimated as 25% of the main flow velocity).  Assuming that 

the steps are 0.6m apart, the walking frequency is 2.3 Hz, and every step takes about 0.43 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               
 
 
 
                                Figure 7-6. Schematic of particle cloud dispersion. 
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s; thus, the step period t∆  is 0.43 s.  Therefore, during every step, due to human walking 

and background air velocity, the particle cloud disperses, respectively, by about 0.15m 

and 0.02 m. Therefore, the radius of the particle cloud expands on average by about 

 0.17m=�  during one-step period.     

  

      The height of the particle cloud also expands.  It is assumed that the rate of expansion 

is the same as the horizontal direction except for the first step when the particle cloud is 

generated.  Near the floor, the vertical velocity is quite low, but during the stepping up 

process, the particle cloud could expand rapidly.  The average shoe bottom height from 

the floor, hB , for the stepping up process, is about 0.01m.  At the end of the stepping 

down process, the effective gap between the shoe and the floor is very small of the order 

of a millimeter.   The initial particle cloud height is expected to be of the order of the gap 

size h but being influenced by the shoe bottom height, hB .  Here the weighted average for 

the mean cloud height 0z�  is assumed.  That is: 

                                                         h0z B1.0h9.0 +=� .                                             (7-58) 

For the subsequent steps, the upward spreading is assumed to be the same as in the 

horizontal direction.  That is,  0.17m=�  expansion for every step.  

 

       In summary, when a particle cloud is first generated, the height and radius of the 

particle cloud are, respectively, 0z�  and 0.17m.=�   Then, the cloud grows at a rate of 

 0.17m=� per step period in both vertical and radial directions.  Thus, the volume of the 

particle cloud after the nth step periods is given as: 

                                                   ( ) ( )( )��� 1nn�V 0z
2

cn −+= .                                       (7-59) 

Here n varies from 1 to maxn which is the number of steps that a cloud needs to fill the 

entire chamber volume.  maxn is evaluated from Equation (7-59) when chambercn VV = . 

 

       Suspended particle mass concentration for a particle cloud after nth step periods, 

mnC  is then given by  
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cn
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tSCuCV
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= ,                                  (7-60) 

where the numerator is the suspended particle mass at nth step period, 1)c(nV −  is the cloud 

volume and  1)m(nC −  is the particle mass concentration at the (n-1)th step period,  and 

nS is the average projection area of the particle cloud on the floor at the nth time period. 

 

       Iterative application of equations (7-59) and (7-60) leads to particle concentration for 

the clouds that are generated by particle resuspension due the gait cycle at subsequent 

times. 

 

7.11 PARTICLE RESUSPENSION RATE MODEL 

       Particle resuspension rate at a time step is calculated by  

                                                             
L
R

r i
i = ,                                                          (7-61)      

where  ir  is the particle resuspension rate at the time step i, with a unit of /hr1 , iR  is the 

resuspended particle flux  at the time step i, in hr)g/(m 2 ⋅ , and L is the floor particles 

surface concentration 2g/m .   Here iR  is evaluated as (Qian and Ferro, 2007) 
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Here nC and 1nC −  are local particle mass concentrations at the end of the nth and (n-1)th 

step period respectively, which are the sums of the corresponding cloud particle mass 

concentration.    chamberS  is the chamber floor area (m2), ea  is the air exchange rate of the 

chamber ( 1s− ), and dk  is the particle deposition rate ( 1s− ).   
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The floor surface concentration L is given by: 

                                                             
floor

d

S
m

L = ,                                                        (7-64) 

where dm is the mass of the seeded particle of diameter d. and  floorS is the seeded area of 
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the floor. 

 

7.12. EXPERIMENTS 

       Experimental measurements of the personal cloud generated by particle resuspension 

due to human activities were carried out in a full size chamber in the BEESL lab at 

Syracuse University.  The details of the experimental study were reported by Qian and 

Ferro (2007).  Here a brief summary is provided.  Two different ventilation schemes, 

namely, mixing and displacement systems for the room were studied.  Test floors were 

4.88 m long and 1.22 m wide. Different types of flooring, namely, wood floor covered 

with vinyl tile, wood floor covered by a new carpet and wood floor covered by an old 

carpet   were   investigated.       The   relative    humidity   was    monitored    during    the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                   Figure 7-7. Schematic of the locations of particle sampling equipment. 
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experimentation and typically it was in the range of 30% - 50%, with temperature of 

C23� , and an air exchange rate of 0.4 air changes per hour controlled by chamber 

environment settings. 

 

       Figure 7-7 shows the schematic of the experimental chamber and the locations of the 

instruments used in the study for particle sampling. These instruments include 3 Grimm 

Technologies (Douglasville, GA) Model 1.106 Portable Dust Monitor, providing a semi-

continuous particle number size distribution in the range of  0.3 to 20 µm.  Sampling was 

performed at 1.5 m above the floor, and at 3 cm above the floor. The third Grimm 

monitor was carried by the human subject with the intake in the breathing zone.   

            
 
                         Table 7-1. Participant activity schedule in each experiment 
 

 Time (minutes)      Activity 

-30~0      empty chamber 

0~5      Walk 

5~10      Sit 

10~15      sit,   tapping feet 

15~20      sit still 

20~25      sit, rocking & tapping feet 

25~30      Walk 

30~90     empty chamber 

 

       Fifty-two participants attended the experiments, and each experiment was recorded 

for one participant activities. The activity schedule for each participant is shown in Table 

7-1.  The detailed information about the experiment was reported by Qian and Ferro 

(2007). Floors with and without seeded particles were involved in the study. Arizona 

Road Test Dust (ISO 12103-1, A1 Ultra fine Test Dust from Powder Technology, Inc. 
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South Burnsville, Minnesota) was used to seed the floors in experiments. For the seeded 

floor, 120 grams of dust was uniformly distributed over the entire floor. Table 7-2 lists 

the chemical composition of these particles.  It is seen that these particles are mostly 

made of 2SiO and ;OAl 32  therefore, only these compounds were considered in the 

simulation. Table 7-3 shows the cumulative volume fraction of these particles, which 

implies that all the particles are smaller than 20 microns. The floor material is vinyl tile 

and carpet, but only particle resuspension from vinyl tile floor was analyzed in this study. 

Table 7-4 shows the properties of these materials.   

 

      Table 7-2. Chemical composition of Arizona dust particles used in the experiments 
 

Composition  2SiO    32OAl     32OFe     32ONa           
Weight percent (%) 68-76    10 -15     2-5          2-4   

Composition    CaO    MgO       2TiO  OK 2  

Weight percent (%)    2-5     1-2   0.5-1.0     2-5 

 
 
                 Table 7-3. Cumulative volume fraction of particles used in experiments  
 

Size (micrometer)
  

1       2       3      4               5       7      10     20 

Volume fraction (%) 1-3     9-13   21-27      36-44     56-64     83-88    97-100     100 

 
 
                                Table 7-4. Material properties for different cases 
 

Material      E    
( 210 N/m10 ) 

    AW  
( 23 J/m10− ) 

    p
  

( 33 kg/m10 ) 

  i�  

 Silicon dioxide- Silicon dioxide     7.17     10.776     2.203  0.16 
Aluminum oxide- Aluminum oxide     37     27.783     3.96      0.2 
 Vinyl tile -Vinyl tile          420     10.56     1.38  0.41 
Silicon dioxide -Vinyl tile           _     10.66      _    _ 

Aluminum oxide -Vinyl tile      _     15.302      _    _ 
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7.13 RESULTS AND DISCUSSION 

       As noted before, the particles of a given size in the range of  c
out

c
in rrr ≤≤ are 

detached. Figure 7-8 shows the variation of the critical radii with a particle diameter as 

predicted by the JKR model for resuspension of 2SiO  and 32OAl  particles from a vinyl 

tile substrate for the stepping down process. Here the shoe groove depth was assumed to 

be 1 mm and a roughness ratio of 0.1=∆ c was used.  

  

       It is seen that the value of the critical radius for 2SiO  and 32OAl  particles are very 

similar. In the range of r<R, the value for 2SiO  is slightly larger than that for 32OAl .  

For the surrounding areas, the critical radius for 2SiO  is slightly smaller than that for 

32OAl .   These imply that it is a little easier to detach the 32OAl  particles when 

compared with the 2SiO  particles. Another interesting result is that the critical radius 

decreases with the particle diameter in the range of r<R, while it increases with the 

particle diameter in the range of r>R, which implies that larger particles can be more 

easily detached compared to smaller particles.  It is also found that the toe region can 

detach particles as small as 3µm, while the heel can only detach particles as small as 

10µm, due to the low heel stepping down velocity. 

 

       Similarly, for r<R, the critical radius for 2SiO  and 32OAl  particles in the heel 

stepping down process are larger than that in the toe stepping down, while for r>R, these 

values at the heel stepping down are smaller than that at the toe stepping down; therefore, 

particles can be detached more easily during the toe stepping down process than in the 

heel stepping down process. The reason is that the toe stepping down velocity is larger 

than the heel stepping down velocity, and generates larger air squeezing film velocity.  
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Figure 7-8. Critical radii for rolling detachment of particles with surface roughness 

during the stepping down process.  (h=1.0mm, 0.1=∆ c ) 

 
       Figure 7-8 also shows that the detachment region, c

out
c
in rrr ≤≤ , for the toe stepping 

down process is larger than the region for the heel stepping down process.  Therefore, 

larger amount of particles are detached by the toe stepping down in the gait cycle 

compared to the heel stepping down.  
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Figure 7-9. Critical radius for particle resuspension during the stepping down process.  

(h=1mm, 0.1=∆ c ) 

 

       Figure 7-9 shows the critical radius for particle resuspension after being detached for 

the stepping down process.  It is seen that the critical radii are roughly constant for 

different particle sizes.  Close examination of the results shows that in the region r>R, the 

critical radius for particle resuspension decreases slightly with the particle diameter, 

while in the region r<R, the critical radius for particle resuspension increases slightly 

with the particle diameter.  These trends are opposite to those observed in Figure 7-8 for 

particle detachment.   This implies that though larger particles can be more easily 

detached compared with smaller particles, their chance for resuspension is slightly 

smaller than the smaller particles. The reason is that the gravitational force plays a minor 

role for particle detachment, but has a major role in preventing resuspension of large 

particles.   
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Figure 7-10. Final particle resuspension region during the stepping down process.  

(h=1mm, 0.1=∆ c ) 

 

       Figure 7-9 also shows marked differences of the critical resuspension radii for 2SiO  

and 32OAl  particles.  The 32OAl  particles are much heavier than the 2SiO  particles, and 

therefore are more difficult to be resuspended.  

 

       Figures 7-8 and 7-9 imply that only particles in the region larger than the maximum 

of c
inr and s

inr ,  and smaller than the minimum of c
outr  and s

outr , can get detached and 

resuspended during the gait cycle, as shown in Figure 7-10.  Figure 7-10 shows the 

particle resuspension regions for stepping down process.  It is seen that the resuspension 

region for the 2SiO  particles is larger than that for the 32OAl  particles. As noted before, 

this is because the 32OAl  particles have higher densities and slightly larger adhesion 
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forces. 

 
 
 

Figure 7-11. Critical radii for rolling detachment of particles with surface roughness 

during the stepping down process.  (h=1.0mm, 773.0=∆ c ) 

 
       To study the effect of the gap size and roughness values, a series of simulations was 

performed where these parameters were changed. For a fixed shoe-floor gap size of 

h=1.0mm the roughness value was reduced to 773.0=∆ c . Figure 7-11 shows the 

simulation results for the variation of the critical radii with particle diameter for the 

stepping down process. The trend of variation in this figure is similar to those of Figure 

7-8.  The critical detachment radii for 2SiO  and 32OAl  particles are quite similar with 

the 32OAl  particles being slightly easier to detach.  It is again seen that the larger 

particles are more easily detached when compared with the smaller particles.  
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        Compared to Figure 7-8, Figure 7-11 shows lower detachment radii in the region of 

r<R, and higher values in the region of r>R, which means that the amount of the particles 

are detached increases as c∆  decreases.  Equation (7-24) shows that a decrease in 

c∆ implies an increase  in the roughness standard deviation, σ.  Therefore, particles with 

larger surface roughness are more easy to detach.  Figure 7-11 also shows that the heel 

motion could detach particles of the order of 2 µm, while the toe motion detaches 

particles as small as 1 µm.  Figure 7-8 indicates that the heel motion can detach particles 

as small as 10 µm, while the toe detaches particles as small as 3µm.  These observations 

imply that with increasing particle roughness, smaller particles are detached. 

 

       Figure 7-12 shows the results for the simulation for the variation of the critical radii 

with particle diameter for the stepping down process for a fixed roughness value of 

773.0=∆ c .  Here the gap size was increased to h =1.8mm. General trend of variations 

are similar to those shown in Figures 7-8 and 7-11.  Comparing Figures 7-12 and 7-11 

shows that higher gap size leads to higher values of critical detachment radii under the 

shoe (r<R), and lower values outside the shoe (r>R).  That is, fewer particles are detached 

as the gap size increases, due to the decrease in the squeezing film airflow velocity.  

Figure 7-12 also shows that the heel motion now leads to the detachment of particles 

larger than 4 µm, while in Figure 7-11, the heel could detach particles as small as 2 µm. 

Thus, as the gap size increases, the number of smaller particles that are detached 

decreases. Here, the gap size h is an effective parameter, not a physical value. It includes 

the effects of the grooves on the shoe bottom and the eddy outside the shoe.  
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Figure 7-12. Critical radii for rolling detachment of particles with surface roughness 

during the stepping down process.  (h=1.8mm, 773.0=∆ c ) 

 
 
       Figures 7-13 to 7-16 show the measured variation of the particle mass concentration 

with time in five minutes walking for resuspension of particles of 3-4�m, 4-5�m, 5-

7.5�m and 7.5-10�m respectively from a hard floor for different human subjects in the 

chamber study. The concentration data was obtained with the use of a Grimm 

Technologies (Douglasville, GA) Model 1.106 Portable Dust Monitor.  The data reported 

here was from the monitor that was located at the floor level with the air intake being at 3 

cm above the floor, as shown in Figure 7-7.  The sampled data in a time step of 6 seconds 

are selected and the particle number concentrations are changed to particle mass 

concentrations.  The increasing trend of particle concentration with time can be seen from 

these figures.  Computer simulations for resuspension of 3.5µm, 4.5µm, 6.3µm and 

8.8µm particles were performed for the experimental condition of the chamber for the 
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mixing ventilation system and the simulation results are plotted in Figures 7-13 to 7-16 

respectively for comparison. A dual-Gaussian distribution of c as shown in equations 7-

30 and 7-31 is used in the simulation. A gap size of  h=1.8 mm for shoe-floor contact, 

and a density of 2360 kg/m3 for the Arizona dust was assumed in the simulation.  It can 

be seen from Figures 7-13 to 7-16 that the predicted increasing trend of the concentration 

is comparable with the experimental data. It also can be seen that the mass concentrations 

for large particles are larger than that for small particles. One reason is that large particles 

have large mass, but the most import reason is that more large particles get resuspended. 

The periodic variation pattern observed in the simulation data is due to arrival of different 

dust cloud from the source to the monitor.   

 
 
 

 
 
 
 

Figure 7-13. Variation of the particle mass concentration with the time for resuspension 

of particles from a hard floor with roughness, (h=1.8mm, =∆ c dual-Gaussian 
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distribution, particle size=3-4�m) 

 

 
 
 
 
Figure 7-14. Variation of the particle mass concentration with the time for resuspension 

of particles from a hard floor with roughness, (h=1.8mm, =∆ c dual-Gaussian 

distribution, particle size=4-5�m) 
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Figure 7-15. Variation of the particle mass concentration with the time for resuspension 

of particles from a hard floor with roughness, (h=1.8mm, =∆ c dual-Gaussian 

distribution, particle size=5-7.5�m) 
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Figure 7-16. Variation of the particle mass concentration with the time for resuspension 

of particles from a hard floor with roughness, (h=1.8mm, =∆ c dual-Gaussian 

distribution, particle size=7.5-10�m) 

 

       Figure 7-17 shows the simulated variation of the particle mass concentration with 

time for shoe-floor gap sizes of 1.7 mm, and1.8mm.  Here all other parameters are kept 

the same.  This figure shows that the particle mass concentration for the gap size of  

h=1.7mm is much higher than that for the gap size of 1.8mm.  Thus smaller shoe-floor 

gap size increases the resuspended particle mass concentration in the room.  This is 

because of higher squeezing film airflow velocity generated by smaller gap size.  Figure 

7-17 also shows that the amplitude of the periodic pattern for shoe-floor gap size of 

1.7mm is larger than that for h=1.8m while their frequencies are roughly the same.  This 

is due to the higher resuspension rate generated by the smaller gap size.  
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Figure 7-17. Variation of the particle mass concentration with the time at different gap 

size for resuspension of particles from a hard floor with roughness.  (R=5cm, m,0.5Vf =  

=∆ c dual-Gaussian distribution, particle size=7.5-10�m) 

 
       Figure 7-18 shows the variation of the particle mass concentration with time for 

increased stepping down velocity and shoe size.  The reference case for foot stepping 

sown velocity of 0.5 m/s and shoe radius of 5 cm is shown in this figure for reference.  

When the foot stepping down velocity increases to 0.515 m/s, the particle mass 

concentration increases.  Similarly, when the shoe size increases to 5.2 cm,   Figure 7-18 

shows a sharp increase in the resuspended particle mass concentration.  Both the 

increased stepping down velocity and the increased foot size are associated with 

increased squeezing airflow velocity at the shoe-floor interface that leads to a much 

higher rate of particle resuspension.   
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Figure 7-18. Variation of the particle mass concentration with the time at different foot 

size and step down velocity for resuspension of particles from a hard floor with 

roughness.  (h=1.8mm, =∆ c dual-Gaussian distribution, particle size=7.5-10�m) 

 

       Figures 7-19 to 7-21 show the variation of the particle resuspension rate with time 

for resuspension of 1-2�m, 2-5 �m and 5-10�m particles respectively from a hard floor.  

A dual-Gaussian distribution of c as shown in equations 7-30 and 7-31 is used in the 

simulation. A gap size of  h=1.8 mm for shoe-floor contact, and foot stepping down 

velocity of  m/s0.5Vf =  for the Arizona dust were assumed in the simulation.  The shoe 

radius of   R=5cm was also considered.  The experimental data of Qian and Ferro (2007) 

is plotted in these figures for comparison.    Figures 7-19 to 7-21 show that the predicted 

particle resuspension rate is roughly constant and is comparable with the experimental 

data. It also can be seen that the resuspension rates for large particles are larger than that 

for small particles, which means that more large particles get resuspended. 
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Figure 7-19. Variation of particle resuspension rate with time for resuspension of 

particles from a hard floor.  (h=1.8mm, =∆ c dual-Gaussian distribution, R=5cm, 

m/s0.5Vf = , particle size = 1-2�m) 
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Figure 7-20. Variation of particle resuspension rate with time for resuspension of 

particles from a hard floor.  (h=1.8mm, =∆ c dual-Gaussian distribution, R=5cm, 

m/s0.5Vf = , particle size = 2-5�m) 
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Figure 7-21. Variation of particle resuspension rate with time for resuspension of 

particles from a hard floor.  (h=1.8mm, =∆ c dual-Gaussian distribution, R=5cm, 

m/s0.5Vf = , particle size = 5-10�m) 

 

7.14 EMPIRICAL EQUATIONS FOR RESUSPENSION RATE  

        Based on the predicted resuspension rates, empirical equations for estimating the 

resuspension rate for practical application can be given as: 
313

f
23 d101.214V101.866h12.783R0.849109.496r ×+×−−+×−= −−                   (7-65) 

        Figure 7-22 shows the comparison of the result obtained from equation (7-65) with 

the simulation result for variation of average particle resuspension rate with particle 

diameter.  It can be seen that particle resuspension rate increases with particle diameter, 

and equation (7-65) can be used to approximately evaluate the average particle 

resuspension rate.  
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Figure 7-22. Variation of particle resuspension rate with particle diameter for 

resuspension of particles from a hard floor.  (h=1.8mm, =∆ c dual-Gaussian distribution, 

R=5cm, m/s0.5Vf = ) 

 

7.15 CONCLUSIONS  

       A detailed model for particle detachment due to human walking in indoor 

environments is developed.  The model accounts for the particle adhesion to the floor, 

and the airflow generated by stepping down and up of the foot during the gait cycle.   The 

rate of particle resuspension and dispersion due to indoor human walking in an 

experimental chamber is simulated and the results are compared with the data. On the 

basis of the presented results, the following conclusions are drawn: 

1. Shoe bottom groove depth, floor and particle roughness, foot size, background 

flow velocity as well as human activity velocity can affect the particle 

resuspension rate in the indoor environment.  Shallower grooves, high roughness, 

d (�m) 

Empirical Equation 

Simulation 

R
es

us
pe

ns
io

n 
ra

te
 (1

/ h
r)

 



www.manaraa.com

 212 

larger shoe, and high stepping velocity result in higher resuspended particle 

concentrations.  

2. Larger particles are more easily detached, but also are more easily deposited. 

Smaller particles are more difficult to get detached, but are more easily 

resuspended.  The overall effect is that more large particles get resuspended and 

larger particles have higher resuspension rate. 

3. The simulation results are in agreement with the experimental data.  

       The present model can be easily used for resuspension of other materials. For 

example, it is found that cat hires are easier to get resuspended that dog’s hires. If the 

mechanical properties of these hairs are known, then a simulation can be performed based 

on the present model. 
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7.17 NOMENCLATURE 

 

a              contact radius  (m) 

ea     air exchange rate of the chamber ( 1s− ) 

hB           average shoe bottom height for the stepping up process 

cC            Cunningham factor (dimensionless) 

DC           drag  coefficient (dimensionless) 

1)m(nC −      particle mass concentration in the cloud at the end of the (n-1)th step period  

                (kgm-3) 

mnC          particle mass concentration in the cloud at the end of the n step period  (kgm-3) 

nC            local particle mass concentrations at the end of the nth  step period (kgm-3) 

1nC −          local particle mass concentrations at the end of (n-1)th step period (kgm-3) 

D             diffusion coefficient (m2s-1) 
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d              particle diameter (m) 

E              Young modulus of material i (Nm-2) 

df            coefficient used in drag  coefficient calculation (dimensionless) 

gF            gravity force (N) 

LF            lift force (N) 

LsaffF        Saffman lift force (N) 

poF           pull-off force (N) 

pof            maximum force sustained by adhesion before separation of individual  

                asperities (N) 
JKR
poF         pull-off force evaluated by JKR model (N) 

g              acceleration due to gravity force (ms-2) 

wg           wall effect coefficient (dimensionless) 

0H           position of the equilibrium separation (m) 

H             Groove depth (m) 

h             gap size (m) 

K            composite Young’s modulus (Nm-2) 

fk           coefficient of static friction for particle-surface interface (dimensionless) 

k             Boltzmann constant, J/K. 

dk           particle deposition rate (s-1) 

Kn          Knudson number (dimensionless) 

m            particle mass (kg) 

dm          particle mass for given size d on the floor (kg) 

dnM        mass of deposited particles in the nth step period (kg) 

1)s(nM −    mass of   suspended particles in the cloud in the n-1 step period (kg) 

tM          hydrodynamic moment (N⋅m) 

N            number of asperities per unit area (m-2) 

maxn        the number of steps that a cloud need to take all the chamber volume 

               (dimensionless) 
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p             pressure (Nm-2) 

P            applied normal load on particle (N) 

R            radius of heel or toe of the shoe (m) 

r             resuspension rate (1/hr) 
c
inr           critical radius for particle detachment in the range of r<R (m) 

s
inr           critical radius where lift force equals gravity force in the range of r<R (m) 

c
outr          critical radius for particle detachment in the range of r>R (m) 

s
outr          critical radius where lift force equals gravity force in the range of r>R (m) 

Re         air flow Reynolds number (dimensionless) 

eGR        nondimensional number (dimensionless) 

sRe        particle Reynolds number (dimensionless) 

cS          Schmidt number (dimensionless) 

chamberS   cross-section area of the chamber (m2) 

floorS      cross-section area of the floor (m2) 

nS          average cross-section area of the particle cloud in the nth step period (m2) 

0zS         cloud expansion distance in vertical direction for the first step period (m) 

dU         particle deposition velocity (ms-1) 

∗U         shear  velocity (ms-1) 

chamberV   the volume of the chamber (m3) 

cnV         the volume of the particle cloud in the end of the nth step period (m3) 

1)c(nV −    the volume of the particle cloud  in the end of the n-1 step period (m3) 

fV         foot stepping down or up velocity (ms-1) 

rV         air flow in r direction (ms-1) 

rmaxV    the maximum value of rV (ms-1) 

zV         air flow in z direction (ms-1) 

AW        thermodynamic work of adhesion ( 2J/m ) 
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Greek letters 

r	          relative approach between the particle and surface (m) 

0α         nondimensional number (dimensionless) 

β           radius of an asperity (m) 

•
γ           shear rate (s-1) 

c∆         nondimensional number (dimensionless) 

t∆         time period for a step (s) 

c�          maximum extension of the tip of an asperity (m) 

ε           nondimensional number (dimensionless) 

�           air mean free path of air (m) 

µ           air dynamic viscosity (pas) 

1�         expect value of the first Gaussian distribution of c  

2�         expect value of the second Gaussian distribution of  c  

1�         standard deviation of the first Gaussian distribution of c . 

2�         standard deviation of the second Gaussian distribution of c . 

ν           air kinematic viscosity (m2s-1) 

i�          the Poisson ratio of material i  (dimensionless)    

p
         density of material (kgm-3) 

ρ          air density (kgm-3) 

σ          standard deviation of the height distribution (m) 

τ           dimensional particle relaxation time (s) 
+�         nondimensional particle relaxation time (dimensionless) 
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CHAPTER 8. CONCLUSIONS AND FUTURE WORKS 
 

8.1 CONCLUSIONS 

8.1.1 General 

      This thesis is concerned with numerical studies of gas-liquid-solid flows in bubble 

columns, particle removal in turbulent flows and particle resuspension and transport due 

to indoor human walking. A series of new models and approaches are developed. The 

results are compared with the experimental data and good agreements are observed.  

 

8.1.2 Gas-liquid-solid flows in three–phase slurry reactors  

      An Eulerian-Lagrangian computational model for simulations of gas-liquid-solid 

flows in three–phase slurry reactors is presented. The two-way interactions between 

bubble-liquid and particle-liquid are included in the analysis. Particle-particle interactions 

and bubble-bubble interactions are accounted for by the hard sphere model approaches, 

and the bubble coalescence is also included in the model.  The transient characteristics of 

three-phase flows are studied and the effects of bubble size, gravity and G-jitter 

acceleration on variation of flow patterns are discussed. On the basis of the presented 

results, the following conclusions are drawn: 

      For the three-phase flows in the bubble column with gravity, it is found that the 

transient characteristics of the three-phase flow in the bubble column are dominated by 

time-dependent staggered vortices. The bubble plumes move along S-shape paths and 

exhibit an oscillatory behavior. Highest particle concentrations occur in the regions with 

high liquid velocities. Some bubbles can be captured by the staggered vortices. Bubble 

upward velocities are much larger than both particle and liquid velocities, but bubble 

downward velocities are, however, smaller than both particle and liquid velocities. The 

location of the maximum upward velocities of bubbles, particles and liquid can be 

different, because of the relaxation effects at the driving of bubbles to the liquid, and the 

liquid transportation to particle.  The bubble volume fraction increases with the evolution 

of the flow. The highest bubble volume fraction is located at the bottom of the column. 

The Sauter mean diameter of the bubbles are proportional to the time the bubbles stay. 
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Due to bubble-bubble coalescence, bubble diameter not only increases along the column 

height, but also increases with development of the flow. Bubble size and the gravity have 

major effect on the characteristics of the three-phase flow. Larger bubbles significantly 

increase the development of the flow characteristics and result in higher bubble, particle 

and liquid velocities and higher bubble plume oscillation frequency.  For the three-phase 

flows under high gravity, the phase velocities are larger than that of the flow under low 

gravity, therefore, the flow develops fast. However, due to less bubble-bubble collision 

and coalescence, bubbles in the high gravity flow are smaller. Besides, there are less 

separate bubbles in the flow due to high inertia of the bubble plume, and bubble volume 

fraction is smaller in the flow because of the high bubble velocities. 

 
       For the three-phase flows with zero gravity, bubbles accumulate at the bottom of the 

column and move very slowly, and liquid level is much higher than that of the flow with 

normal gravity. The flow in zero-gravity has low phase velocities and phase mixing. The 

velocities of bubbles, liquid and particles are in the same order. Due to more bubble-

bubble collision and coalescence, bubbles can become very large. The effect of G-jitter 

acceleration on the gas-liquid-particle three flows is small.  

     
8.1.3 Particle removal in turbulent flows  

       Particle resuspension including the effect of electrostatic and capillary forces using 

different adhesion theories and a new rolling detachment model in turbulent flows is 

studied. An effective thermodynamic work of adhesion model is developed. The effect of 

electrostatic force and capillary force for hydrophilic materials is included in the study 

with the use of an effective thermodynamic work of adhesion.  Expressions for the 

maximum moment due to the applied normal load and the critical shear velocity for 

particle rolling removal are given and the results are compared with the available 

experimental data. It is found that the model predictions are in good agreement with the 

experimental data.  The results show that the capillary effect significantly increases the 

critical shear velocity, while the electrostatic forces only have major effects on the 

increases of the critical shear velocity for large particle detachment. For elastic 

deformation at the interface, the critical shear velocity predicted by the JKR adhesion 

model is somewhat higher than that predicted by the DMT model. The Maugis-Pollock 
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model that accounts for the plastic surface deformation leads to the lowest critical shear 

velocity for the materials studied in the present work. For the particles of the same 

material with different diameters, the capillary effect increases the critical shear velocity 

by about the same order. The relative importance of the capillary force varies depending 

on the particle and substrate materials. When Coulomb force and dielectrophoretic force 

are directed towards the substrate, the relative effects of the electrostatic forces decrease 

in the presence of capillary effects. However, when Coulomb force and dielectrophoretic 

force are directed away from the substrate, the relative effects of the electrostatic forces 

increase. These relative effects are material dependent. Under a strong electric field, 

Coulomb force and dielectrophoretic force significantly decrease the critical shear 

velocity for large particle rolling removal. For particles in an electric field of 5000 kV/m 

or 10000kV/m with Boltzmann charge or saturation charge distribution, the critical shear 

velocity decreases with the increase of the particle diameter; While for particles with 

fixed 20�C/g charge distribution, the critical shear velocity decreases with the increase of 

the particle diameter for small particles, but increases with the increase of the particle 

diameter for large particles. When Coulomb force and dielectrophoretic force are directed 

towards the substrate, shear velocities for large particles with fixed 20�C/g charges are 

higher than that with Boltzmann and saturation charges; While shear velocities for 

smaller particles with fixed 20�C/g charges are higher than that with Boltzmann charge 

but lower than that with saturation charge; For very small particles, shear velocities for 

particles with Boltzmann, saturation and fixed 20�C/g charges are almost same.  

 

8.1.4 Particle resuspension and transport due to indoor human walking  

       A detailed model for particle detachment due to human walking is developed.  The 

model accounts for the particle adhesion to the floor, and the evaluation of the velocity of 

the airflow generated by stepping down and up motions of the foot during the gait cycle.   

The effect of surface roughness is included in the analysis and the roughness parameter is 

assumed to have a dual-Gaussian distribution. The recapture effect of the falling disk to 

the resuspended or detached particles is also included. The rate of particle resuspension 

and dispersion is simulated and the results are compared with the experimental data. It is 

found that the simulation results are in agreement with the experimental data. The results 
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show that the shoe bottom groove depth, floor and particle roughness, foot size, 

background flow velocity as well as human activity velocity can affect the particle 

resuspension rate.  Shallower grooves, high roughness, larger shoe, and high stepping 

velocity result in higher resuspended particle concentrations. Larger particles are more 

easily detached, but also are more easily deposited. Smaller particles are more difficult to 

get detached, but are more easily resuspended.   

8.2 FUTURE WORK 

      This section summarized the future works for different sections.  

 
8.2.1 Gas-liquid-solid flows in three–phase slurry reactors 

      In general, flows in bubble columns are related with turbulence and chemical 

reaction. We plan to add turbulence model and chemical reaction to the current code, so 

that the new code can be used to perform a series of computational studies on gas-liquid-

solid three-phase turbulent bubbly flows with chemical reaction.  

 
8.2.2 Charged particle removal in turbulent flows  

      Hays (1978, 1983) studied the detachment of charged tone particles under an electric 

field and suggested that the large adhesion force is due to the electrostatic imagine force 

of nonuniformly charged tone particles where the charges were concentrated on particle 

asperities. For charged particles under an electric field, we plan to study charge on bumpy 

particles, charge on rough particles and charge on particles in a substrate with large 

roughness (must larger than particle size), because all the particles are rough particles, 

more or less. There is no real smooth particle in the world. 

 

8.2.3 Particle resuspension and transport due to indoor human walking  

      The study reported in chapter 7 is focused on particle resuspension from hard floors. 

To study the effects of carpets on particle resuspension, we planned to perform the 

following studies: 

• Develop a model for evaluating airflow generated by human walking on a typical 

carpeted floor.  

• Develop a model for evaluating particle detachment from carpet fibers due to the 
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airflow.  

• Evaluate the critical radii for detachment of particles from carpets due to human 

walking.. 

• Evaluate the particle resuspension rate from carpets due to walking. 

 

8.3 Reference  

Hays, D. A., Photogr: Sci. Eng. 22. 232-235 (1978). 
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